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SUMMARY

With a marked rise in a plethora of wireless devices and emerging use cases in the

future, larger data traffic needs to be supported. The development of the existing fifth-

generation (5G) network is designed to satisfy these demands. Furthermore, increasing

factory automation and the transition from Industry 4.0 to the upcoming Industry X.0

paradigm will accelerate the demands of wider coverage and higher connection density

in 5G designs. One of the main keys to improve the spectrum efficiency is massive

multiple-input and multiple-output (MIMO) technology. In recent years, massive MIMO

has been implemented in two ways, namely centralized and distributed antenna deployment.

Centralized massive MIMO deploys a large number of antennas at the base station (BS);

distributed massive MIMO is that the BS antennas are geographically distributed over the

cell. For reducing cost and power consumption, massive MIMO communications adopt

hybrid transceivers, which combine analog phase shifters and power amplifiers with digital

signal processing units. However, hybrid-mode implementations are confronted with inter-

user interference (IUI) due to a larger beamwidth. On the other hand, using a low-resolution

analog-to-digital converter (ADC) in the BS can also achieve better energy efficiency (EE),

but it will cause severe quantization distortion in a received signal. With the trends of

ADCs, current research indicates that low-resolution ADCs are very promising for massive

MIMO and cell-free networks. Therefore, the focus of this thesis tends to address the

above challenges to improve the spectral efficiency (SE) and the EE of the system, and we

assert that the ongoing research on massive MIMO and cell-free distributed antennas are

the key to future wireless communications. To this end, a low-complexity and low-power

full-digital receiver with a practical quantized signal detection scheme is designed. Further,

an adaptive-resolution (AR) ADC scheme is proposed to the cell-free distributed antenna

system to mitigate the serious quantization distortion.

Chapter one is the introduction. It mainly describes the evolution of wireless commu-
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nication systems, the major demands of beyond-5G and the sixth generation (6G), the key

issues of current 5G networks, and related research motivations. The first section introduces

the evolution of wireless communications; the second section introduces beyond-5G and

6G; The third section is the trends of ADCs. The fourth section is the research motivations

based on the above-related issues.

Chapter two is the design of a low-power and low-cost massive MIMO system. Since

low-resolution ADCs can bring low power consumption, they have been equipped to mas-

sive MIMO systems. However, low-resolution ADCs can also bring severe quantization

distortions that degrade the performance of the system. The first section addresses the

conventional schemes that have been studied on reducing the impacts of the quantization

distortion, including power allocation schemes, signal detection schemes, channel estima-

tion schemes, coding schemes, and the conventional ADC design. The main concern is

to reduce a quantization noise generated by the ADC through the design of the quanti-

zation process. The second section is a quantization range control scheme in a massive

MIMO system with low-resolution ADCs. Therein, the quantization process in the ADC

is introduced. By analyzing an additive quantization noise model (AQNM), the quantiza-

tion range limit coefficient of the ADC is derived. When a thermal noise in a received

signal dominates, the noise at the receiver can be clipped by adjusting the quantization

range limit coefficient. Further, this section represents related numerical results based on

quantization range control, including mean square distortion error (MSDE) performance,

mean square error (MSE) performance, and the SE performance. The third section presents

the selection of interference reduction schemes. Based on the quantization range control

scheme, the coarse quantization noise introduced by the low-resolution ADC can be ef-

fectively suppressed. Furthermore, since the quantization distortion effect is weakened,

it also has an impact on the effects of interference suppression schemes. By comparing

and analyzing minimum mean square error (MMSE), we propose to adopt maximum ratio

combining (MRC) for quantized signals to reduce the computational complexity of the very
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large-scale antenna systems. Moreover, the related numerical results based on the MRC

detection scheme and their related conclusions are represented.

Chapter three is the design of ADCs in the access points (APs) of a cell-free distributed

antenna system (DAS). Different from conventional cellular communications, the cell-

free DAS architecture removes boundary between cells and deploys APs over an area

and all APs communicate with a central processing unit (CPU). When users request

services, all APs distributed in the service area provide services for them. This kind of

an AP ubiquitous service mode can provide extremely large channel gain and coverage.

However, the system still faces larger energy consumption caused by infinite-resolution

ADC (inf-ADC) components or a lower system throughput that is caused by low-resolution

ADC components. The first section presents the conventional schemes for a tradeoff

between SE and EE, i.e., a maximum-minimum fairness power optimization scheme, and

a hybrid-ADC scheme and a bit allocation scheme. Under the premise of ensuring power

consumption, the throughput of the system can be improved through those schemes. The

second section is the proposed cell-free DAS with AR-ADCs. Although the existing hybrid

ADC scheme can improve a SE, studies have shown that the energy consumption of ADCs

will still be dominated by inf-ADCs. The proposed AR-ADC scheme for each AP can refer

to factors such as propagation loss, quantization distortion, and IUI, and then reasonably

switch a flexible low-resolution ADC component to improve system throughput and reduce

energy consumption. We conduct simulation for verification of this scheme in different

scenarios. Compared with the conventional hybrid ADC scheme with inf-ADCs, it can

guarantee the EE while greatly increase the SE to realize a higher throughput for beyond-

5G and 6G networks. The third section analyzes the relevant numerical results and draws

conclusions.
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CHAPTER 1

INTRODUCTION

1.1 Evolution of Wireless Communications

The first-generation (1G) system appeared around 1980. It adopted frequency-division

multiple access (FDMA), which divides system bandwidth into many sub-bandwidths and

then allocates the different sub-frequency bands to the different users. A bandpass filter is

utilized to further reduce the interference among users. However, low spectral efficiency,

complex equipment, and limited capacity became the problems in the 1G.

The second-generation (2G) system appeared around 1990. The difference from the

1G is that it made voice digitized and adopted digital multiple access technologies, FDMA

and time-division multiple access (TDMA). Therein, the digital modulation can make the

characteristics of the transmission signal match with the characteristics of the channel. In

TDMA, one carrier frequency is shared by several users. Different users are distinguished

by non-overlapping time slots so that a signal is transmitted discontinuously. Since multiple

users share one frequency in TDMA, additional frequency generators are not needed, and

the cost of shared equipment is reduced. Compared with 1G, the advantages of 2G are high

SE, large system capacity, strong abilities on anti-interference, and anti-multipath fading.

The third-generation (3G) system was launched in early 2000. It mainly adopted

code-division multiple access (CDMA), in which multiple users use the same frequency

resource and time resource and orthogonal codes as the sets of sequences are allocated to

users. Different users are distinguished by different codes. Co-channel interference can be

reduced by the dispreading process of spread-spectrum technique, 3G system owns strong

abilities on anti-interference and anti-multipath fading. Based on CDMA, the 3G system

can increase the number of users through introducing less noise. The capacity of CDMA

1



obviously increases tenfold more than that of FDMA. However, since the assigned codes

are not orthogonal completely, multiple access interference during the dispreading process

limits the capacity of the system.

The fourth-generation (4G) system mainly adopted orthogonal frequency-division mul-

tiple access (OFDMA), which modulates the serial data onto the parallel multiple orthogonal

subcarriers to reduce the symbol rate of each subcarrier and to increase the symbol period.

Since this, the abilities of anti-interference and anti-multipath fading are improved. Further-

more, due to the orthogonality of the subcarriers, spectral efficiency is greatly improved. A

MIMO technology was also adopted, which utilizes the independence of spatial channels

between antennas to distinguish and provide services for users. In the MIMO system, the

diversity technique uses two or more antennas to transmit the same signals for reliability;

spatial multiplexing sends data to user equipment (UE)s that have more than one received

antenna. MIMO can use independent spatial resources to improve capacity.

The 5G system extends the MIMO technology and scales up it as a massive MIMO

technology which uses tens of antennas to increase the capacity of the system by using space

as three dimensions; beamforming is used for directive signal transmission or reception to

improve a signal-to-noise ratio (SNR). The number of antennas is generally no more than

16 in the conventional, while the number of antennas in a massive MIMO scenario can

reach tens to hundreds. The following sections will describe the impacts of massive MIMO

on system capacity and spectral efficiency [1–4].

Throughout the development of wireless communications, the improvement in perfor-

mance is a leap every ten years as Fig. 1.1 shows. From 1G to 3G, they have their

own representative technologies, respectively. However, radio access technology (RAT) is

expanded to a variety of new orthogonal frequency-division multiplexing (OFDM)-based

composite technologies from 4G. Since OFDM-based technology has already achieved com-

munication quality close to Shannon limit in 5G, technological fields of 6G will become

more abundant.
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Figure 1.1: Evolution of wireless technologies 1G to 6G in mobile communication.

1.2 Next Generation-6G

As a new generation mobile communication technology, 6G needs to significantly improve

the transmission capacity and the quality of service (QoS) as compared with 5G. From the

perspective of research, the transformative technologies are mainly dedicated to increasing

the system capacity and the data rates supporting a surge of device connections, and saving

energy and cost. In theory, a 6G network will deliver a peak date rate of 1000 Gbps that

is a hundred times faster than that of the current 5G network with enhanced reliability and

wider network coverage.

In 6G, there are two key technologies to fulfil the demands for the rapid development

of the mobile internet and to drive full reality of Internet of things (IoT) [5]. They are the

use of a tremendously high frequency (THF) band and the implementation of a distributed

network architecture.

i. Terahertz wave

Nowadays, most mobile communication networks operate in low-frequency bands. The
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advantage of low-frequency bands is better propagation performance. The disadvantage

of it is that continuous frequency resources are limited, which means less bandwidth

is available for each user, and this limitation causes slower network services and

more connection interruptions. The highest carrier frequency of the 4G long-term

evolution (LTE) band is around 2GHz, and its available spectrum bandwidth is the only

100MHz. Comparing 5G and 6G, 5G is the first-generation communication system

to use a high frequency band, which is allocated for low band (sub-6 GHz) and high

band (above 24.25 GHz as millimeter wave), respectively. Such as the 28 GHz band,

it can provide the available spectrum bandwidth of up to 1 GHz. 6G will be in the

domains of terahertz band communications, the wider spectrum bandwidth and the

faster transmission rate can be obtained. However, larger propagation loss becomes its

disadvantages.

ii. Cell-free network architecture

Use cases of future wireless communications significantly increase and they demands

wireless communications to improve the capacity. As we all know, the antenna diver-

sity scheme has developed from "single-input and single-output (SISO)" to "MIMO",

then to "massive MIMO", and even larger MIMO has more capacity and ability to im-

prove communication quality. However, the classic cell-based or centralized antenna

architecture of wireless networks cannot be expanded to meet the aera traffic capacity

and the device connection density requirements of 6G. Cell-free network architecture

can reduce path loss and shadowing effects by closer distances between APs and users.

The reliability of links is improved as each user is served by many APs and there is less

probability of blockage.

1.2.1 Use Cases in 6G

Based on the above-mentioned new technologies, 6G will provide faster transmission

speeds, stronger outdoor and indoor coverage capabilities, more extensive connection ca-
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pability, and lower latency user experience. The following introduces 5G use cases based

on International Mobile Telecommunications (IMT)-2020 radio interface standardization

trends in International Telecommunication Union Radiocommunication Sector (ITU-R) and

6G use cases based on the outlook for the next decade [6, 7]. These are shown in Fig. 1.2.
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(a) IMT-2020 (5G) typical usage scenarios.
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Figure 1.2: Requirements for 5G&6G wireless technology.

5G Typical Usage Scenarios

Enhance mobile broadband (eMBB): high-speed data transmission can support real-time

broadcast at 4000 pixels (4K) and above. Massive data processing can be carried out on

cloud platforms.

Massive IoT: stronger signal coverage and improved terminal access capacity make it

easier to connect people to things and things to things. Therefore, 5G becomes more

widespread in the application of the IoT.

Low latency: because of very low latency and extremely high reliability of 5G, the

user experience of augmented reality (AR) and virtual reality (VR) can be greatly im-

proved, which promotes the implementation of applications such as telemedicine surgery,

autonomous driving, and remote control.
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6G Typical Usage Scenarios

The next generation network supports not only features of the current 5G but also enhanced

features to extend new fields, such as faster data rate, lower latency, wider coverage, higher

reliability, among others [8].

The eMBB-Plus: much higher requirements and standards will serve the conventional

mobile communications and optimize cellular networks in terms of interference, handover,

and big data stream.

Secure ultra-reliable low-latency communications (SURLLC): a joint upgrade of ultra-

reliable low-latency communications (URLLC) and massive machine type communications

(mMTC) has higher reliability and lower latency. It mainly provides the technological

support to smart industry and military communications.

Big communications (BigCom): For dense areas, the extremely good data service can

be guaranteed like 5G. Although, the same service quality cannot be guaranteed for remote

areas, it will realize the wider coverage range of networks to cover and provide acceptable

data service.

Three-dimensional integrated communications (3D-InteCom): This feature focuses on

network analysis, planning, and optimization from two dimensional (2D) to three dimen-

sional (3D), where the heights of communication nodes need to be considered. For example,

satellite unmanned aerial vehicles (UVA) and underwater communications will benefit from

this feature of 6G. Therefore, the original two-dimensional wireless communication anal-

ysis framework based on random geometry and graph theory needs to be upgraded to a

3D perspective [9]. Considering the height of the node, this can also realize the elevation

beamforming of the full-dimensional MIMO architecture, which provides another direction

for network optimization [10].

Unconventional data communications (UCDC): According to the expansion of 6G

technical advantages, the development of IoT will be more comprehensive. Interdisciplinary

applications are being explored, including medicine, sociology, biology, and so on. Novel
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application scenarios include holographic, tactile, and human bond communication.

These benefits of 5G&6G can be realized through technical processing. Among them,

its large capacity/high speed, and wide coverage can be resolved using massive MIMO

technology, high frequency band and cell-free with distribution antenna architecture, as

shown in Fig. 1.3.
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(b) 6G technological pros.

Figure 1.3: Benefits of 5G&6G.

The advanced requirements described in 6G will be met by a combination of technolo-

gies.

1.2.2 Spectrum for 5G&6G

The spectrum of 5G is based on the ITU-R spectrum allotment plans, which is made to

manage the international radio-frequency spectrum and to develop standards for radiocom-

munication systems with the objective of ensuring the effective use of the spectrum [11].

ITU-R identifies frequency bands for mobile services, especially IMT. Global spectrum

assignment for different services and applications are done within the ITU-R and have

been documented in the ITU Radio Regulations. ITU-R describes the use of IMT bands

worldwide and the frequency bands that 6G will plan to use in the future in Table 1.
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Table 1.1: International review of 5G&6G frequency

Country 5G frequency bands 6G

Sub-6GHz 28GHz 30GHz 40GHz 60-70GHz THz

Japan
3.48-3.6GHz: Assigned

3.6-4.2GHz: Consideration
4.4-4.5GHz: Consideration

27.5-29.5GHz: 
Consideration

0.1-10THz: 
Undivided

0.15-0.3THz 
(Beyond 5G)

USA 600MHz: Incentive auction
3.55-3.7GHz: Consideration

27.5-28.35GHz: 
Promulgation

37-38.6GHz: 
Promulgation

38.6-40GHz: 
Promulgation

64-71GHz: 
Promulgation

Korea 3.4-3.7GHz: Promulgation

27.5-29.5GHz: 
Promulgation

24.75-27.5GHz: 
Consideration

31.8-33.4GHz: 
Consideration

37-40.5GHz: 
Consideration

China 3.3-3.6GHz: Promulgation
4.4-4.5GHz: Consideration

24.75-27.5GHz: 
Promotion 37.5-42.5GHz: Promotion

Europe 700MHz: Coverage&indoor use
3.4-3.8GHz: Consideration

24.75-27.5GHz: 
Pioneer band

40.5-43.5GHz: 
Promotion

66-71GHz: 
Promotion

From Table 1, all frequency bands in 5G & 6G belong to super-high frequency (SHF),

extremely high-frequency bands (EHF) and THF. In these frequency bands, massive MIMO

and enhanced massive MIMO features wideband signals and a larger number of antennas

in the same space.

1.2.3 Trends of Analog-to-Digital Converters

For 5G and 6G, wider transmission bandwidth and more advanced multi-antenna technolo-

gies are required. hundredfold increment on bandwidth will be available. As a result,

higher-speed ADC components are required to meet radio frequency (RF) sampling. Fur-

thermore, the trade-off between SE and EE will be considered a more worthy issue. Since

the smaller value of figure-of-merit (FOM) means a better quality of ADCs, low-resolution

ADCs will be appropriately applied to reduce the power consumption in full-digital com-

munication systems.

The ADC is a vital module of a coherent transceiver chip solution and is widely used

in digital communication systems. Due to the continued growth of a wireless network and

communications market, mobile data traffic (mainly generated by smartphones) is expected

to grow tenfold in the next five years. As a result, expectations for ADCs continue to increase.

The performance of the ADC will determine the ultimate performance of the digital system.
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In 5G, the greater bandwidth available will challenge data conversion interfaces between

analog and digital domains in receivers and transmitters. Signal-to-noise-and-distortion

ratio (SNDR)-based FOM is a widely accepted metric for ADCs as defined in [12].

Generally, for lower resolution ADCs, the energy efficiency can be doubled in every

1 to 6 years, but it is difficult for high-resolution ADCs to achieve this energy efficiency

improvement due to thermal noise limitations. Therefore, in order to analyze the FOM

trend, we will learn about the most commonly used FOM:

𝐹𝑂𝑀 =
𝑃𝑜𝑤𝑒𝑟

2𝐵𝑊 × 2𝐸𝑁𝑂𝐵
, (1.1)

where 𝐵𝑊 is the bandwidth, ENOB is the effective number of bits defined by the SNDR.

𝐸𝑁𝑂𝐵 =
𝑆𝑁𝐷𝑅 − 1.76

6.02
. (1.2)

FOM is sometimes referred to as the Walden and relates the ADC power dissipation

to its performance, represented by the bandwidth and the conversion error amplitude. The

best reported FOM value each year has been plotted in Fig. 1.4 [13]. Trajectories for

state-of-the-art have been indicated and trends have been fitted to these state-of-the-art data

points [14].
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Figure 1.4: FOMW of ADCs.

Based on the FOM index, the performance ADC elements will be improved in future,

which means less power-loss and error from the ADC itself, even low-resolution ADCs.

1.2.4 Network Architectures in 5G&6G

The cellular technology was developed by Bell Laboratories in 1947 [15]. A cellular

network is a radio network distributed over land through cells, where each cell includes

a fixed location transceiver known as the BS. These cells together provide radio coverage

over larger geographical areas, and hexagonal cells are conventional. The architecture of

the hexagonal cell consists of a central cell surrounded by other cells as Fig. 1.5 [16].
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Figure 1.5: Conventional cellular network architecture.

The first commercial cellular network for 1G in Japan was launched by Nippon Tele-

graph and Telephone (NTT) in 1979 [17]. In 1G cellular network, an advanced mobile

phone system (AMPS) provided basic voice services based on an analog transmission tech-

nology. In 2G cellular network, mobile data services were provided by general packet

radio service (GPRS) in addition to basic voice services. In 1999, 3G retains the basic

architecture of global system for mobile (GSM)/GPRS networks, with wideband CDMA

for enhanced capabilities. In CDMA, all the cells share the same frequency band. Start-

ing from 2002, high-speed packet access (HSPA) was introduced to achieve higher-speed
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downlink and uplink packet access by using new techniques such as multicode transmission,

short transmission time interval, adaptive modulation and coding, fast dynamic scheduling

and hybrid automatic repeat request [18]. From 2009, a 4G cellular network capable of

transmitting high-quality video images and high-quality images has been developed. Mean-

while, a heterogeneous network was employed in 4G. To avoid network congestion, add

multiple 4G small BSs supplying customers with service jointly in the area already having

been covered with 4G signal, especially for the crowded places or the place that demands

better signal [19]. From beyond-4G to the current 5G cellular networks, the data rate,

capacity, service range and stability requirements are getting higher and higher. Current

cell network architectures can achieve high data rates in the cell centers based on massive

MIMO [20–23]. Since there are still essential rate variations to UE in each cell, the large

variations within each cell lead to the unreliable QoS. This is not sufficient for the future

ubiquitous wireless communications to provide the uniform QoS. The cellular-free network

architecture is considered not only to increase the data rate, but more importantly to ensure

the QoS for users in almost all locations within the geographic coverage area [24].

Next, the basic architecture of a cell-free network is introduced in detail. It consists of

𝐿 geographically distributed access points (APs) that are jointly serving the UEs that reside

in the area. Each AP is connected via a fronthaul to a central processing unit (CPU), which

is responsible for the AP cooperation. In a very large areas, multiple CPUs can be used all

connected via fronthaul links [25–27]. Through the fronthaul links, sharing physical-layer

signals that will be transmitted in the downlink, forwarding received uplink data signals that

are yet to be decoded, and sharing channel state information (CSI) related to the physical

channels can be processed. A cell-free network with single-antenna APs is shown in Fig.

1.6.
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1

Figure 1.6: Cell-free network architecture.

Due to high-density deployment in cell-free networks, the average propagation distance

between a UE and the closest AP is significantly reduced. Furthermore, the main reason

is that data is jointly transmitted to the UE by all the surrounding APs, thereby alleviating

the inter-cell interference issue that is one of the main causes of the large rate variations in

cellular networks.

Last, the antennas setups are different in the above-mentioned network architectures to

bring their own benefits. Therein, the benefits of cell-free networks are a better ability to

manage interference and a higher uniform SNR in the coverage area.

1.2.5 Massive-Antenna Transmission

In the previous generation of mobile communication systems, both BSs and UEs had been

designed to use multiple antennas for radio transmission and reception [28,29]. Three main

multi-antenna technologies have different goals and are achieved in different ways. The first

one is diversity processing, which increases the power of the received signal and reduces

the amount of fading by using multiple antennas on the transmitter, the receiver, or both.
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Diversity processing has been used since the early days of mobile communications. In

spatial multiplexing, both the transmitter and the receiver use multiple antennas to increase

the data rate. Finally, beamforming uses multiple antennas at the BS to increase cell

coverage. Spatial multiplexing is often described as using MIMO antennas. This name

derives from the inputs and outputs of the air interface, so "multiple inputs" refers to the

transmitter and "multiple outputs" refers to the receiver. MIMO technology is applied to a

multi-antenna transmission system. Based on the spectrum of 5G in the previous section,

the high frequency bands will be adopted. Since the high frequency band can reduce the

size of antenna elements, the 5G communication system allows to setup more antennas

in the same space, which forms a step into massive MIMO with a very large number of

steerable antenna elements [30, 31].

Digital Massive MIMO

The massive MIMO concept was proposed in the paper [32] and described in the patent [31].

The massive MIMO is defined as a special multi-user MIMO system with 𝑀 antennas and

𝐾 single-antenna users per BS. The system is characterized by 𝑀 ≫ 𝐾 and operates in time

division duplexing (TDD) mode using linear uplink and downlink processing as Fig. 1.7.
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Figure 1.7: Massive MIMO system.

The transmission rate increment is on the way of 5G, where massive MIMO and the other

proposals are believed to be the potential solutions to boost this trend. In massive MIMO,

it is proved that with perfect CSI and completely eliminated pilot contamination, one can

always achieve a better SNR by simply increasing the transmitter antenna number [33, 34].

Yet another side effect brought about by massive MIMO is that of cellular densification;

similar to Cooper’s law, the capacity increase will mostly be due to denser and denser

cell deployment [35]. With more complex user technologies joining the Internet service

in the 5G era, a total redesign of the network architecture will be needed, such as the

proposed information centric networking (ICN) [36], software defined radio (SDR) [37],

or named network functions virtualization (NFV). In addition, device-to-device (D2D)

communications [38], full duplex communication mechanism [39, 40], and collaboration

between different users and cells are also believed to be the indispensable elements of 5G.
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In MIMO and massive MIMO systems, beamforming, as a signal processing technique

that utilizes an antenna array for directional signal transmission or reception, can be used for

both the transmitter and the receiver. The array antenna gain provided by beamforming can

effectively improve the SNR, suppress the interference in the generalized MIMO system,

and solve many technical hitches faced in the system implementation.

Digital Beamforming

In beamforming, base stations use multiple antennas in entirely different ways to increase

their coverage as Fig. 1.8 shows. Here, the corresponding mobile device is far from the

base station on a line of sight at a right angle to the antenna array. The signals from each

antenna reach the designated mobile stations in phase so that they generate constructive

interference, and the received signal power is high. On the other hand, other mobile stations

are at inclined angles and receive signals from a spare antenna. These signals are destructive

interference and the received signal power is low. Therefore, it creates a synthetic antenna

beam with the main lobe of the beam pointing at the designated mobile phone and the null

beams pointing at the other mobile phones. The beam width is narrower than that of a

single antenna and the transmit power is concentrated on the specified mobile phone. The

range of the base station in the direction of the designated mobile station is extended.

BS

UEs

Figure 1.8: Massive MIMO with beamforming.
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According to the characteristics of ITU-R 5G, the massive MIMO technology brings

at least tenfold improvements in the area throughput by increasing the spectral efficiency

while using the same bandwidth and density of base stations as in current networks. These

extraordinary gains are achieved by equipping the base stations with arrays of a hundred

antennas to enable spatial multiplexing of tens of user terminals. The reason is that multiple

antenna ports can be used to provide greater data reliability by transmission diversity or

to increase data rate by spatial multiplexing. Based on massive MIMO scenario, space-

division multiple access (SDMA) can further be used to enhance the spectral efficiency.

The principle is shown in Fig. 1.9.

Figure 1.9: Principle of SDMA.

The system can utilize massive MIMO at a receiver to realize space separation. Through

SDMA, it can reduce the IUI and then extract the expected signals.

The implementation of massive MIMO can be categorized as full digital beamforming

and hybrid beamforming [41,42]. In hybrid beamforming structures, the phase shifters are
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typically used to determine the angle of the main lobe and its angle changing directly affects

the beam width. If the beamwidth is increased, the interference between adjacent users is

also increased and it degrades the system performance [43–45]. Full digital beamforming

in a massive MIMO system as shown in Fig. 1.10 is considered. The transceiver requires

the same number of the DACs and the ADCs as the number of transceiver antenna elements.

In the configuration, full-digital massive MIMO achieves better performance based on the

digital-precoding using CSI. However, implementing full-digital massive MIMO in the SHF

band and EHF band demands higher cost and larger power consumption. For example, it

requires lots of expensive DACs and ADCs, consumes relatively larger power due to wider

signal bandwidth, and also requires a large-scale RF circuit for its high performance [46].

We use low-resolution ADCs to solve the above problems in Chapter 2 and propose new

technical solutions to ensure that the throughput of the system is not affected by low-

resolution ADCs.
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Figure 1.10: Full-digital massive MIMO.

1.3 Research Overview

In Chapter 1, the development of wireless communication is introduced at Section 1.1. At

Section 1.2, the evolution of wireless communications and the features of the current 5G

and the future 6G are introduced, including the use cases, frequency-band usage allocation,

the trend of ADCs as well as its impact on future system performance, and the essential

multiple antenna technology. Finally, based on the current research on the massive MIMO
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system with low-resolution ADCs and the future advanced requirements of communication

systems, the author at Section 1.3 puts forward the research motivation, pushes forth related

research proposals, and gives a general introduction to subsequent analysis.

1.3.1 Research Motivation

The research motivation in Figure 1.11 has gradually formed according to the following

research processing of Chapters 2 and 3.

Figure 1.11: Research motivation.
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Table 1.2: Research Process

Solved Remaining problem
Power Allocation Schemes [49-51] Reduce the transmit power as much

as possible to achieve higher overall
data rates

Signal Detection Schemes [52-55] Reduce interference, complexity of
detection algorithm The quantization process of the ADC is

not optimized.Channel Estimation Schemes [56-58] Make the channel response value
more accuracy

Coding Schemes [59-61] Improve performance by processing
the signal before or after the ADC
by encoding

Clipping-Quantization Scheme [62] Find optimal work point for ADC MIMO-OFDM is not considered.
Bit Allocation Schemes [63], [86-89] Allocate bits for each ADC under

power constraint to improve perfor-
mance Power constraint (no reduction); Hybrid

digital-analog system (Interference
issue).Adaptive-Bit Quantization Scheme

[64]
Allocate bits for each ADC un-
der power constraint combined with
MMSE-based VAMP

High-Order Modulation Scheme [65]
AQNM Schemes [66-69]

Increase throughput by high-Order
Modulation; Quantization Analysis
by AQNM

The quantization process of the ADC is
not optimized.

Cell-free system [70-78] Coverage gain, high rates, reduce in
inter-cell interference

Max–min Fairness Power Optimization
Algorithm [79-80]

Guarantee the priority of the se-
lected user and providing the same
rate for the remaining users

Mixed-ADC Schemes [81-85] Improve SE by mixing low-bit
ADCs and inf-ADCs based on
power constraint or max–min Fair-
ness

Quantization bits selection only low reso-
lution and infinite resolution, no judging
criteria for allocation ratios.

Chapter 2: Signal Detection Scheme
of Massive MIMO Systems with
Low-Resolution ADC

Reduce the quantization effects in
massive MIMO

Shortcomings in the coverage of users,
significantly the user coverage at the cell
edge.

Reduce the complexity of the pro-
posed system

Fixed low resolution.

Chapter 3: Adaptive-Resolution ADC
Scheme for Cell-Free Distributed
Antenna System

Increase the coverage gain (Future work) The scalable quantization
range scheme for the received signals
with different conditions, Selective
fading, Optimal SE-EE tradeoff, and
compared with cell-free massive MIMO.

Increase the SE by the adaptive-
resolution ADCs
The potential method for a tradeoff
between SE and EE

Compared with the previous research, the SE degradation occurred in massive MIMO

systems with low-resolution ADCs. Lots of schemes have been proposed for improving the

SE in Table 1.2, such as power allocation schemes [49-51], signal detection schemes [52-

55], channel estimation schemes [56-58], and coding schemes [59-61]. The above schemes

can improve the SE of systems with low-resolution ADCs. However, the low-resolution

ADC does not optimize the quantization error of the received signal in these schemes.
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Some previous research [62-69] also proposed schemes of ADC design for the overall ADC

quantization effect of the system. However, the quantization process of the ADC is not

optimized. The proposed quantization range control scheme in Chapter 2 optimizes the

related quantization error of the fix-resolution ADC in massive MIMO systems. Meanwhile,

a practical signal detection scheme is proposed to simplify the system’s complexity. The

effect of path loss on the clipping factor is not considered in the multi-user case, and the

resolution of the ADC is also fixed when analyzing the impact of quantization error on the

performance of the proposed massive MIMO system in Chapter 2. Moreover, although the

centralized structure can effectively solve the resource consumption problem of the backhaul

line, there are still many deficiencies in the user coverage, especially the user coverage at

the cell edge. Since distributed antenna architectures combined with the characteristics of

cell-free access [70-78] can improve coverage, distributed antenna architectures in cell-free

systems are assumed in Chapter 3. The quantization range control scheme and the MRC

algorithm in Chapter 2 are still used to study and analyze how the clipping factor reduces

the quantization distortion effect on the received signal considering the propagation loss.

Compared with the current research, the related schemes, such as max-min fairness power

optimization algorithm [79-80], mixed-ADC schemes [81-85], and bit allocation schemes

[86-89], are proposed to improve the SE under the power constraints. According to the

received signal under different conditions, an AR-ADC scheme that different resolutions

are allocated to the ADC of the AP is proposed in Chapter 3 to improve SE. Further, we

provide a potential method to weigh the SE and EE of the system.

1.3.2 Overview of Chapter 2

In future beyond-5G and 6G communication systems, low-resolution ADC components

are still used in massive MIMO-based communication systems to improve the EE. Due to

beamwidth, hybrid beamforming is only able to provide the limited multi-wave capability

while it is sub-optimal compared to digital beamforming. However, in digital beamforming,
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each antenna component requires a data converter and radio frequency front-end (RFFE).

The digital architecture increases complexity and power consumption [47, 48]. Many

previous studies used low-resolution ADCs equipped into massive MIMO systems to solve

the issues of high cost and high power consumption. However, the quantization noise

issue caused by low-resolution ADC components has not yet been resolved. Further, the

computing complexity of anti-interference schemes is also an inevitable issue in wireless

communication systems. The performance of the communication system is severely limited

with the above two aspects.

Based on the current research, various schemes have been proposed to solve the prob-

lem on performance degradation by the quantization distortion in massive MIMO systems.

They are the schemes of power allocation [49–51], signal detection [52–55], channel es-

timation [56–58], coding [59–61], and ADC design, respectively. ADC design schemes

for massive MIMO scenarios include a clipping-quantization scheme that finds the optimal

work points for different ADC resolutions [62] ; a bit-allocation scheme that uses a mean

square quantization error (MSQE) minimization problem to allocate a suitable bit for each

ADC under power constraint [63]; a adaptive-bit quantization scheme that adaptively allo-

cates a bit for the ADCs based on the effects of imperfect channel state information [64];

and a quantization optimization scheme that increases the number of the antennas based

on an AQNM to compensate the quantization distortion and uses high-order constellations

based on Bussgang decomposition [65–69]. ADC designs are applied to two parts. One is

the mixed resolution ADCs and the other is the quantization error degradation. The related

numerical results show that the throughput of the system with low-resolution ADCs can

achieve the acceptable target through various methods, such as signal detections, low order

modulation, etc. However, the quantization error caused by low-resolution ADCs does not

reduce. Moreover, the signal is unfortunately smaller in each received branch and the noise

is relatively dominant in the large-scale antenna system. The total noise becomes a severe

problem and it affects system performance. Chapter 2 introduces the features of these con-
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ventional schemes and focuses on our proposal that reduces the impacts of the quantization

distortion through controlling the quantization range and reduces computational complexity

through selecting the suitable signal detection schemes.

1.3.3 Overview of Chapter 3

In the full-digital massive MIMO deployment of beyond-5G and 6G, a kind of cell-free

network architecture has been investiagted as a user-centric implementation to overcome the

propagation loss and inter-cell interference, and to improve the QoS among users [70–78].

However, the path loss is not eliminated in the actual propagation, and it will have a

certain impact on ADC quantization at a receiver. Low-resolution ADCs play a key role

in the control of power consumption in multi-antenna systems. For the next generation

of mobile communications pursuing higher performance, breaking through the system

capacity limitation caused by worsening quantization distortion due to the path loss with

low-resolution ADCs has become one of the issues of widespread concern at present.

Referring to the existing research, several schemes have been proposed to improve

the throughput of systems in premise of ensuring the power consumption. For example,

max-min fairness power optimization algorithm utilizes the conventional max-min fairness

power control algorithm combined with ADC resolution allocations [79, 80]. In a cell-free

system where each antenna is equipped with the same resolution ADC, the resolutions

of ADCs are reassigned. High resolution ADCs should be assigned to APs with better

channels while the sum of resolutions of ADCs remains constant. The results indicate that

employing a large number of antennas can effectively mitigate the detrimental effect of

low-resolution ADCs at the APs though it cannot compensate for the rate loss caused by

low resolution ADCs of users. The commonly used mixed-ADC schemes [81–85] is the

scheme in which the low-resolution ADCs and the infinite-resolution ADCs are dispensed

on each antenna of the cell-free system according to a certain proportion. The performance

results of the hybrid ADCs indicate that to a certain extent, it does not only solve the
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power consumption problem caused by infinite-resolution, but also solves the problem of

quantization noise introduced by low resolution. Some studies [65, 67, 68] have shown

that some composite technologies can also make the system performance of low-resolution

ADCs close to that of perfect-resolution ADCs. Therefore, selecting a suitable ADC

resolution to optimize SE-EE is still a problem. Bit allocation schemes [86–89] convert

the energy distortion caused by hardware impairments into a convex function, making it a

convex optimization problem under a sum of ADC bits or a power consumption constraint.

In next-generation communication systems using high frequency bands, signal fading will

become a worth-mentioned problem. Different received signals from multi-users should be

assigned matching resolutions according to their propagation losses. Chapter 3 introduces

the cell-free network architecture that can reduce the propagation loss by shortening the

distance between the AP and the user, and focuses on a proposed adaptive resolution ADC

scheme referring to the path loss parameters, to improve the SE.

1.3.4 Overview of Chapter 4

From research work to modern engineering processes, the high rates of encoded information

in multiple signals have forced the data acquisition capabilities of base stations to evelop. A

combination of modular hardware and flexible algorithms has become a trend in the wireless

communication arrea. These newer modular systems adopt proper ADCs, so the importance

of ADCs has been paid more attention to by more scholars. According to recent research,

power consumption is one of the major system design constraints today, and low-power

ADCs are closely related to their resolution. Under the premise of low power consumption,

ensuring or even increasing the throughput of the system will become a major challenge.

In order to better adapt to the development of next-generation wireless communication

and more effectively accomplish the challenge mentioned above, we extensively refer to

and learn the status of ADC application in wireless communication systems and potential

quantification problems of the system, and propose our solutions .
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Based on the study during the doctoral period, the advantages and scalability of the

proposed ADC schemes are fully reflected in different network architectures and multiple

scenarios. In Chapter 4, we summarize the relevant conclusions and their implications,

and discuss future research work. Future work includes that the proposed ADC scheme

still needs to be verified under the remaining real-world communication conditions; the

potential advantages of the proposed schemes can be further explored; and the current

proposed schemes can be improved according to new technologies in the next generation

communication system.

28



CHAPTER 2

SIGNAL DETECTION SCHEME OF MASSIVE MIMO SYSTEMS WITH

LOW-RESOLUTION ADCS

In the current 5G mobile communication system, much higher area data throughput is

required to manage the global demand for the continuously growing wireless data traffic. It

can achieve a multiple times larger bit rate by improving spectral efficiency (bits/s/Hz/cell)

without the need for more bandwidth or additional base stations. Since a large number

of the BS antennas effectively averages out noise and fading, and reduces the multi-user

interference to a certain extent, massive MIMO is considered as a key technology. Full-

digital massive MIMO deployment is difficult to realize because high-resolution ADCs

produce primary power consumption. Owing to its favorable property of low cost and

low power consumption, low-resolution ADCs (1 ∼ 4 bits) have also been worth paying

attention. Reference [62] proves that an appropriate clipping factor can be found for the

optimal work point of a low-resolution ADC in a single-input single-output OFDM system.

In [67], the performance of single-carrier modulation in a massive MIMO system with

low-resolution ADCs is analyzed while OFDM is assumed. In [90], it is shown that a

MMSE algorithm can achieve better bit error rate (BER) using low-resolution ADCs in

a hybrid analog-digital system with a large number of BS antennas. MMSE detection

demands a large amount of computational complexity for matrix inversion while it achieves

near-optimal performance. A MRC detection can also be applied at the receiver of full-

digital massive MIMO to achieve the maximum receive signal-to-interference-plus-noise

ratio (SINR) [91]. Residual multi-user interference (MUI) caused by low-resolution ADCs

limits the system throughput even though MMSE is applied. On the other hand, thermal

noise is dominant in a receiver with large-scale antennas. In this Chapter, the achievable

uplink rates of MRC and MMSE with the clipping factor are evaluated and compared joint
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quantization noise and interference effects. In this scenario, MRC achieves comparable

throughput performance as that of MMSE. Thus, MRC is more suitable owing to its lower

complexity.

The research in Chapter 2 discusses centralized antenna structures in massive MIMO

systems. The quantization range control scheme is used to reduce quantization noise in

massive MIMO systems with low-resolution ADCs and simplify the system complexity

under the constraints of base station receive antennas and clipping factors. In Chapter 2,

The effect of different pathloss values on the clipping factor is not included as all the antenna

elements are implemented in a base station. The resolution of the ADC is also fixed when

analyzing the impact of quantization error on the performance of the proposed massive

MIMO system.

2.1 Massive MIMO Systems with Low-resolution ADCs based on Clipping Factor

2.1.1 Uplink System Model of Massive MIMO
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Figure 2.1: Uplink system of massive MIMO with low-resolution ADCs.

The single-cell uplink system shown in Fig. 2.1 is assumed. We consider a full-digital

massive MIMO uplink with low-resolution ADCs. There are 𝐾 users with 𝑁𝑢 antennas and

one BS equipped with an array of M antennas. Suppose that the size of an inverse discrete

Fourier transform (IDFT) is 𝑁𝑑𝑓 𝑡 the signal from the 𝑛th antenna of the 𝑘th user in the
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uplink is,

𝑠𝑘𝑛 [𝑢] =
1√︁
𝑁𝑑𝑓 𝑡

𝑁𝑑 𝑓 𝑡−1∑︁
𝑣=−𝑁𝑐𝑝

𝑆𝑘𝑛 [𝑣]𝑒
𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 , (2.1)

where 𝑆𝑘𝑛 [𝑣] is the transmit signal from the 𝑛th antenna of user 𝑘 on the 𝑣th subcarrier, 𝑁𝑐𝑝

is the length of a cyclic prefix, and 𝑠𝑘𝑛 [𝑢] is the transmit signal at the 𝑢th time index. The

received signal of the 𝑚th antenna of the BS is given as,

𝑦𝑚 [𝑢] =
𝐾∑︁
𝑘=1

𝑁𝑢∑︁
𝑛=1

(√︁
𝑃𝑘ℎ𝑚𝑘𝑛𝑠𝑘𝑛[𝑢]

)
+ 𝑧𝑚 [𝑢], (2.2)

where power of 𝑠𝑘𝑛 [𝑢] is E[|
√
𝑃𝑘 𝑠𝑘𝑛 [𝑢] |2] = 1, 𝑃𝑘 is the transmit power of the 𝑘th user,

ℎ𝑚𝑘𝑛 is the channel response between the 𝑛th antenna of the 𝑘th user and the 𝑚th antenna

of the BS, and 𝑧𝑚 [𝑢] ∼ NC(0, 𝜎2
𝑛 ) is the thermal noise.

With the assumption of identical low-resolution ADCs, the in-phase and quadrature

components of the received signal of the 𝑚th antenna is quantized by the ADC of 𝑅−bit

resolution as follows,

𝑞𝐶𝑚 [𝑢] = 𝑄𝐶 (ℜ (𝑦𝑚 [𝑢])) + 𝑗𝑄𝐶 (ℑ (𝑦𝑚 [𝑢])) , (2.3)

where 𝑄(·) represents quantization, ℜ(·) and ℑ(·) denote the real and imaginary part, re-

spectively. The quantization through the ADCs worsens the accuracy of channel estimation

and deteriorates the system performance.

The quantization noise is given as,

𝑒𝐶𝑚 [𝑢] = 𝑞𝐶𝑚 [𝑢] − 𝑦𝑚 [𝑢] . (2.4)

The receiver removes the cyclic prefix and put into a discrete Fourier transform (DFT)
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block. The signal on the 𝑣th subcarrier is then given as,

𝑌𝑚 [𝑣] =
𝐾∑︁
𝑘=1

𝑁𝑢∑︁
𝑛=1

√︁
𝑃𝑘𝐻𝑚𝑘𝑛𝑆𝑘𝑛 [𝑣] + (𝑍𝑚 [𝑣] + 𝐸𝑚 [𝑣]) , (2.5)

where,

𝐻𝑚𝑘𝑛 = ℎ𝑚𝑘𝑛𝑒
− 𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 , (2.6)

𝑆𝑘𝑛 [𝑣] =
1√︁
𝑁𝑑𝑓 𝑡

𝑁𝑑 𝑓 𝑡−1∑︁
𝑢=0

𝑠𝑘𝑛 [𝑢]𝑒
− 𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 , (2.7)

𝑍𝑚 [𝑣] =
1√︁
𝑁𝑑𝑓 𝑡

𝑁𝑑 𝑓 𝑡−1∑︁
𝑢=0

𝑧𝑚 [𝑢]𝑒
− 𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 , (2.8)

and the quantization error is expressed as,

𝐸𝐶𝑚 [𝑣] =
1√︁
𝑁𝑑𝑓 𝑡

𝑁𝑑 𝑓 𝑡−1∑︁
𝑢=0

𝑒𝐶𝑚 [𝑢]𝑒
− 𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 . (2.9)

2.1.2 Channel Estimation

Least-square (LS) estimation is employed for channel estimation as follows [92–94]. Sup-

pose that data symbols are transmitted from the (𝜆)th to the (𝜆 + 𝑁𝑠𝑐 − 1)th subcarrier,

where 𝑁𝑠𝑐 is the number of active subcarriers, and a channel response is estimated for each

subcarrier. As it is described in Fig. 2.2, the transmit active subcarriers are divided as

𝐵 =

(
𝑁𝑠𝑐
𝑉

)
blocks in frequency domain, where 𝑉 is the number of subcarriers in one block.

𝑁𝑠𝑦𝑚 = 𝐿
𝑉

OFDM symbols are required when the uplink pilots for 𝐿 streams are inserted at

each 𝑉 subcarriers to estimate channel responses.
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The channel in the 𝑏th block is estimated during a channel estimation period. The

subcarrier index {𝑣} in the 𝑏th block is from (𝑏 − 1)𝑉 + 𝜆 to 𝑏𝑉 . The estimated channel

for the 𝑏th block is,

�̂�𝑏
𝑚𝑘𝑛 =

1
𝑉

𝑏𝑉−1+𝜆∑︁
𝑣=(𝑏−1)𝑉+𝜆

(𝑆𝑘𝑛 [𝑣])−1𝑌𝑚 [𝑣], (2.10)

where 𝑆𝑘𝑛 [𝑣] and 𝑌𝑚 [𝑣] are the orthogonal sequence and the received signals on the vth

subcarrier, respectively.
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Figure 2.2: Structure of uplink frame.

2.1.3 Scalable Clipping Factor of ADC

To an ADC [95] in a SISO system, a quantization range of a receoved signal is limited in

[−𝐴, 𝐴], which is shown in Fig. 2.3,
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Figure 2.3: Quantization range of an ADC.

Due to the limited range, the quantization distortion can be accurately affected by the

thermal noise in the received signal, especially for the existing massive MIMO system, it

can be worse. According to the inspiration of reference [62], there can be a suitable clipping

factor to achieve the optimal ADC work point. Therefore, we consider a scalable clipping

factor to minimize the impact of quantization errors on the massive MIMO system.

The quantization range can be given as,

𝐴 = 𝐶E ( |𝑦𝑚 [𝑢] |) , (2.11)

where 𝐶 is a clipping factor and |𝑦𝑚 [𝑢] | is derived through the output of the power detector

equipped in each antenna of the BS. In the massive MIMO-OFDM system, AGC works with

symbol duration, and after passing by a fading channel, the range of each OFDM symbol is

changed by a clipping factor. Therein, E ( |𝑦𝑚 [𝑢] |) includes the fading.

The quantization step-size 𝛿 is defined as,

𝛿 =
2𝐴
𝐿𝑞
, (2.12)

which becomes smaller to ensure finer quantization as the number of quantization bits

𝑅 = log2(𝐿𝑞) increases. Therein, 𝐿𝑞 is the quantization level.

The averaging period (the observation time) in Eq. (2.11) for each scalable clipping

is one OFDM symbol time (the period is 𝑇𝑠). For example, during one 𝑇𝑠, the range

of the received OFDM signal waveform is changed by a clipping factor based on Eq.

34



(2.11). However, the desired signal waveforms received by massive MIMO branches have

correlation and each antenna branch works as a sampling point. This spatial sampling

improves the SNR after the MRC combining.
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Figure 2.4: Scalable quantization range of an ADC for massive MIMO

The quantization range is adjusted via the clipping factor 𝐶. The quantization converts

the real input signal to a real-valued output, 𝑟𝑖, for 𝑖 = 1, 2, . . . , 2𝑅. The ith output value

after ADCs is defined as,

𝑞𝑖 =

(
−2𝑅

2
− 1

2
+ 𝑖

)
𝛿. (2.13)

Thus, its value is adjusted for suppressing the extra noise and overcoming the effects of

the quantization noise through increasing the quantization accuracy of ADC. The detailed

explanation of the principle of noise elimination effect based on the scalable clipping factor

is shown in Fig. 2.5.
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(a). Received Signal.
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(b). Received Signal with Noise.
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(c). 1−bit ADC Output.

Figure 2.5: Effect of 1−bit ADC (𝐶 = 1) under SNR/stream =10dB.

The probability density functions (PDFs) of the real part of the received signal in a time
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domain are presented in Figs. 2.5(a), 2.5(b), and 2.5(c) to observe the effect of the scalable

factor 𝐶 on the amplitude distribution of the signal during quantization. The amplitude in

these figures is normalized by the absolute value of the average amplitude of the received

signal with the noise.

From the figures, it is clear that the amplitude in Fig. 2.5(b) includes much more noise

as compared with the that of the original signal shown in Fig. 2.5(a). When 𝐶 is 1, the

quantization range is reduced to make the quantized amplitude in Fig. 2.5(c) within the

original amplitude distribution range. Thereby the performance of low-resolution ADCs is

less affected by the noise.

2.1.4 Uplink Performance of Massive MIMO with Scalable Clipping factor

In the uplink, an ergodic rate per arbitrary user 𝑘 is,

R𝑘 =

𝑁∑︁
𝑛=1

1
𝐵𝑉

𝐵∑︁
𝑏=1

𝑏𝑉−1+𝜆∑︁
𝑣=((𝑏−1)𝑉+𝜆

log2
(
1 + 𝑆𝐼𝑁𝑅𝑣𝑘𝑛

)
, (2.14)

where

𝑆𝐼𝑁𝑅𝑣𝑘𝑛 =
|E

{
W𝑏

𝑘𝑛
H𝑘𝑛 [𝑣]

}
|2∑𝑁

𝑛=1
∑𝐾
𝑖=1
𝑖≠𝑘

E
{
|W𝑏

𝑘𝑛
H𝑖𝑛 [𝑣] |2

}
+∑𝑁

𝑗=1
𝑗≠𝑛

|E
{
W𝑏

𝑘𝑛
H𝑘 𝑗 [𝑣]

}
|2 + 𝜎′

, (2.15)

𝜎′ = E
{
∥W𝑏

𝑘𝑛∥
2} 𝜎2 + |E

{
W𝑏

𝑘𝑛E
𝐶
𝑚 [𝑣]

}
|2, (2.16)

and W𝑏
𝑘𝑛

is the MRC coefficient in the vector form, which is given as,

W𝑏
𝑘𝑛 =

(
Ĥ𝑏
𝑘𝑛

)H
=
©«


Ĥ𝑏1𝑘𝑛
...

Ĥ𝑏
𝑀𝑘𝑛

ª®¬
H

, (2.17)
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where Ĥ𝑏
𝑘𝑛

is the channel estimation response of the 𝑛th antenna of the 𝑘th user, H𝑖 𝑗 [𝑣] is

the channel responses between the 𝑗 th antenna of the 𝑖th user and the base station antennas

in the vector form,

H𝑖 𝑗 [𝑣] =
[ H1𝑖 𝑗 [𝑣]

...
H𝑀𝑖 𝑗 [𝑣]

]
, (2.18)

and E𝐶𝑚 [𝑣] is the quantization noise vector is,

E𝐶 [𝑣] =


E𝐶1 [𝑣]
...

E𝐶
𝑀
[𝑣]

 . (2.19)

Finally, 𝜎′ is the sum of the variance of the thermal noise and the quantization noise.

2.1.5 Numerical Results

Simulation Conditions

Computer simulation conditions are presented in Table 2.1. The massive MIMO BS

transmits signals with𝑀 = 128 antenna elements unless it is specified. In a multi-user (MU)

transmission, there are eight users that communicate with the BS simultaneously and each

user transmits two streams with 𝑁𝑢 = 2 antennas. The antenna spacing is 0.5𝜆𝑤 at the BS

and 1.0𝜆𝑤 at each user, where 𝜆𝑤 is the wavelength. The number of active subcarriers is

1200 while the DFT size is 2048. The number of blocks is 150 and the number of subcarriers

per block is eight. Since the number of symbols for channel estimation is two, the number

of signal streams whose channel responses can be estimated with orthogonal sequences is

16. As the orthogonal sequences, Zadoff-Chu sequences with the length of 16 are applied.

As a channel mode, independent and identically distributed (i.i.d.) Rayleigh fading are

assumed. The resolution of ADCs is selected from one, two, three, four, or infinite bits.

The infinite-resolution ADC includes two situations, one is that the quantization range is

also infinite; another is that the quantization range is limited. System throughput is the total
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rate of eight users. The number of trials for each plot is 10000.

Table 2.1: Simulation Conditions.

Number of Antennas of the BS (𝑀) 128

Number of UEs (𝐾) 8

Number of Antennas of each UE (𝑁𝑢) 2

Antenna spacing at the BS 0.5𝜆𝑤

Antenna spacing at each UE 1.0𝜆𝑤

Number of active subcarriers (𝑁𝑠𝑐) 1200

DFT size 2048

Number of blocks for channel estimation 150

Number of subcarriers per block 8

Number of symbols for channel estimation 2

Pilot sequence Zadoff-Chu sequence

Channel model i.i.d. Rayleigh fading

ADC resolution 1− ∼ 4−bit

Number of trials 10000 channel response/plot

Quantization Error Analysis

The MSDE is defined here as the average amount of the quantization error and the noise,

which is normalized by the power of the noise and is given as,

𝑀𝑆𝐷𝐸 =
1
𝑀

𝑀∑︁
𝑚=1

E
{
|𝑦𝑚 [𝑢] − 𝑞𝐶𝑚 [𝑢] |2

}
𝜎2 , (2.20)
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Figure 2.6: MSDE versus scalable clipping factor 𝐶.

The MSDEs versus the quantization range for SNRs of 10dB and 30dB are shown in

41



Figs. 2.6(a) and 2.6(b). The SNR is defined as the signal-to-noise ratio per stream. The

MSDE is normalized by the noise power.

Taking the conclusion shown in Fig. 2.6 as an example, Fig. 2.6(a) shows that when

the SNR for each stream is 10dB, which means each receive antenna stays in a low-SNR

environment and the noise dominates the received signal at each branch, the MSDEs in

low-resolution ADCs are smaller than that in nonscalable situation as 𝐶 is less than 1.

The noise clipping happens even with infinite-resolution ADC and the range limit produces

the smaller MSDE. The MSDEs with 1−, 2−, 3−, and 4−bit ADCs can also achieve their

smallest values, respectively, at the different values of 𝐶. In addition, larger MSE happens

for the infinite-resolution ADC with range limit due to over-clipping, which means a part

of signal amplitude is clipped by the clipping factor.

Detection Performance Analysis

The BS receives the 𝑁 × 𝐾 uplink pilot signals from users. Thereby, 16 symbols (eight

subcarriers × two symbol slots) are assigned for channel estimation in the uplink system.

The MSE of channel estimation with the thermal noise and the quantization error per each

branch is adopted as the performance metric, which is normalized by the power of the

received signal and is defined as,

𝑀𝑆𝐸 =
1
𝑀

𝑀∑︁
𝑚=1

1
𝐵

𝐵∑︁
𝑏=1

E
{
∥H𝑏

𝑚 − Ĥ𝑏
𝑚 ∥2}

E
{
∥H𝑏

𝑚 ∥2
} , (2.21)

where

H𝑏
𝑚 =


1
𝑉

𝑏𝑉−1+𝜆∑︁
𝑣=(𝑏−1)𝑉+𝜆

𝐻𝑚11 [𝑣], . . . ,
1
𝑉

𝑏𝑉−1+𝜆∑︁
𝑣=(𝑏−1)𝑉+𝜆

𝐻𝑚𝐾𝑁𝑢 [𝑣]

𝑇

(2.22)

and

Ĥ𝑏
𝑚 =

[
�̂�𝑏
𝑚11, . . . , �̂�

𝑏
𝑚𝐾𝑁𝑢

]𝑇
. (2.23)
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The relationship between the MSE with the low-resolution ADCs and the quantization range

is shown in Fig. 2.7. After the channel estimation, when the SNR is low, by taking the

clipping factor 𝐶 less than or equal to 1, the performance of the low-resolution ADCs is

better than that of the infinite-resolution ADCs with range limit. When the SNR is high,

there is the appropriate value of 𝐶 to realize the optimal performance. For the 1−bit ADC,

when 𝐶 is equal to 1.0, the BS achieves the best MSE; for the other low-resolution ADCs,

𝐶 = 2.0 is the best.
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Figure 2.7: MSE versus scalable clipping factor 𝐶.

From the figures, when the SNR is 20dB, the amplitude of the signal is clipped too

much as compared with the amplitude of the original signal if the clipping factor 𝐶 is too

small. Although the distortion is smaller in average, the over-clipping of the original signal

deteriorates the channel estimation accuracy.

Through this comparison between the infinite-resolution ADCs and the range-limited

any-resolution ADC, the range limit of the ADC plays a key role for performance improve-

ment. The noise elimination by range limit realizes the equivalent throughput of the system

with low-resolution ADCs as that with the infinite-resolution ADCs.

Throughput of Uplink System

The system throughputs of the uplink with MRC versus SNR for 𝐶 = 1 and 2 are shown in

Figs. 2.8(a) and 2.8(b), respectively. The number of users is eight. MRC means infinite

range and infinite resolution in the ADCs and MRC with infinite ADCs implies range limit
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in the infinite-resolution ADCs.

In Fig. 2.8(a), 𝐶 is set as 1 for more clipping. When the SNR per stream is lower

than 15dB, low-resolution ADCs can realize better performance than the infinite-resolution

ADCs without range limit and they can keep appropriate throughputs in the large SNR. In

Fig. 2.8(b), when𝐶 is enlarged, 2− ∼ 4−bit ADCs can achieve the near-optimal throughputs

relative to that with the infinite-resolution ADCs. Meanwhile, it is confirmed here that the

low-resolution ADCs can be adopted in a full-digital massive MIMO system as the system

throughput degradation with 2−bit ADCs is limited when 𝐶 = 1 or 2.
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Figure 2.8: Throughput of uplink with MRC scheme.

Number of Antennas Effects

The system throughputs versus the number of antennas are presented in Figs. 2.9(a)

and 2.9(b). The number of users is eight. As shown in these figures that the system

throughput improves when the number of antennas increases. According to our previous

analysis, setting as C=1 can make the achievable rate of low-resolution ADCs exceeds that

of infinite-resolution ADCs without range limit no matter how many receive antennas are

equipped as the system stays in a low SNR environment.
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Figure 2.9: Performance of uplink vs. no. of antennas.
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Number of UEs Effects

The system throughput versus the number of users is shown in Figs. 2.10(a) and 2.10(b).

The number of antennas is 128. The SNR is 0dB or 30dB and the clipping factor is

𝐶 = 1. When the number of users increases, the system throughput can be improved as

well. Moreover, the throughput of the low-resolution ADCs can be equivalent to that of the

range-limited infinite-resolution case even if the SNR is 30dB. Thus, it is also confirmed

that the low-resolution ADCs can be adopted in a full-digital massive MIMO system.
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Figure 2.10: Performance of uplink vs. no. of UEs.

The system throughput versus the number of users is shown in Figs. 2.10(a) and

2.10(b). The number of antennas is 128. The SNR is 0dB or 30dB and the clipping factor

is 𝐶 = 1. When the number of users increases, the system throughput can be improved as

well. Moreover, the throughput of the low-resolution ADCs can be equivalent to that of the

range-limited infinite-resolution case even if the SNR is 30dB. Thus, it is also confirmed

that the low-resolution ADCs can be adopted in a full-digital massive MIMO system.

Low-resolution ADCs are still a good choice to apply in a massive MIMO system and

our proposal is for fulfilling to make up the weakness of this case on the throughput of the

system. In this paper, we have investigated the novel ADC design scheme. Observed from

the ratio of the improvement, a smaller clipping factor, 𝐶, can make greater gains in the

system throughput under a low SNR environment. Meanwhile, the achievable rate of the

1−bit ADC exceeds that of infinite-resolution ADC without a range limit. Even though the

SNR is larger, the system throughput degradation with low-resolution ADCs is limited with

49



our ADC design. In the premise of low power consumption, the system performance breaks

through the original limits. From numerical results obtained through computer simulation,

the low-resolution ADC becomes a better option to improve the performance of the Massive

MIMO system.

2.2 Detection-selection scheme in Massive MIMO systems with Clipping Factor

The primary purpose of the signal detection schemes is to more accurately recover the

transmitted signal from the received signal after the channel estimation at the receiver.

Among the detection schemes, the error detection performance of the MAP algorithm is

optimal. When the transmitter transmits signals using the equal probability, the maximum a

posteriori (MAP) algorithm is equivalent to the maximum likelihood (ML) algorithm, which

is also further equivalent to searching for the point where the Euclidean distance between

all transmitted signals and the received signal is the smallest. If the receiver antennas are

fully used for spatial multiplexing, it will result in an exponentially increasing relationship

between the complexity of the MAP (ML) and the number of transmit antennas and the

constellation orders. Therefore, in the scene of large-scale antennas, the linear detection

algorithms have been widely used. For example, MMSE converts a MIMO channel into

multiple parallel, uncorrelated channels for eliminating mutual interference.
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2.2.1 Uplink Performance based on MMSE/MRC
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Figure 2.11: MRC/MMSE detection schemes in the massive MIMO with low-resolution

ADCs.

In this comparison of signal detection schemes, we analyze the performance based on

the MMSE algorithm or the MRC algorithm of the proposed system in Sect. 2.1. And

leveraging on the equations (2.15), (2.16) and (2.17), the throughput of the system with

MMSE can be obtained. Therein, the coefficient W𝑏
𝑘𝑛

of the MMSE algorithm is given as,

W𝑏
𝑘𝑛 =

((
Ĥ𝑏

)H (
Ĥ𝑏

)
+ 𝜎′2I

)−1 (
�̂�𝑏
𝑘𝑛

)H
. (2.24)

Here, it is assumed that channel responses,

Ĥ𝑏 = [�̂�𝑏111, ..., �̂�
𝑏
𝑀𝐾𝑁𝑢]𝑇 , (2.25)

are known to the receiver through channel estimation with pilot signals and the variance

of the thermal noise, 𝜎2, as well as the quantization noise vector, E𝐶𝑚 [𝑣], can be estimated

through the pilot signals. MRC also requires the channel response.The MMSE signal

detection algorithm involves matrix inversion
((

Ĥ𝑏

)H (
Ĥ𝑏

)
+ 𝜎′2I

)−1
with the complexity

of 𝑂
(
(𝐾𝑁𝑢)3

)
, while MRC demands the complexity of 𝑂

(
(𝐾𝑁𝑢)2

)
.
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2.2.2 Numerical Results

Simulation Conditions

Computer simulation conditions for this section are that the massive-MIMO BS transmits

signals with 𝑀 = 128 and 1024 antenna elements, respectively, unless it is specified, and

the remaining conditions are listed in Table 2.1.

Uplink Throughput based on MRC/MMSE

The performance of MRC and MMSE with low-resolution ADCs based on 128 antennas is

presented in Fig. 2.12. As shown in Figs. 2.12(a) and 2.12(b), when the clipping factor

𝐶 = 4, the performance with infinite-resolution ADCs is not only limited by MUI, but also

the over-clipping of the original signal deteriorates the channel estimation accuracy. With

inf-ADCs, MMSE detection is better due to MUI elimination.
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Figure 2.12: Performance of uplink system with 128 antennas.

Because of a limited number of BS antennas, low-resolution ADCs have produced a

severe BER in a TDD OFDM system. In a massive MIMO system, a large number of

BS antennas can be equipped to reduce the BER. However, the MMSE signal detection

algorithm involves matrix inversion with large complexity (especially in massive MIMO).

MRC can avoid complicated matrix inversion. In Figs. 2.13(a) and 2.13(b), they are clear

that the performance of MRC with 1024 antennas is as good as MMSE. MRC can achieve

even better performance than that of MMSE with 1−, 2−, 3−bit ADCs.
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(a). System with MRC and 𝐶 = 4.
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Figure 2.13: Performance of uplink system with 1024 antennas.

When the clipping factor 𝐶 is reduced to 1 for two different antennas scenarios, it is
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clear that in the case of 2−, 3−, 4−bit ADCs in Figs. 2.14 and 2.15, the performance of

the MRC is almost as good as that of the MMSE. At low SNR, MRC can achieve higher

performance. Because it increases the signal gains through the diversity combining and

more noise is removed through reducing the clipping factor 𝐶, although the interference

still exists after the MRC. When the noise is more dominant than the interference, the effect

is particularly outstanding.
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Figure 2.14: Performance of uplink system with 128 antennas.
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Figure 2.15: Performance of uplink system with 1024 antennas.

In the massive MIMO system with conventional low-resolution ADCs, MMSE is still a

good interference rejection scheme according to the performance analysis. We propose that

a simple MRC algorithm is used to guarantee performance and reduce system complexity.

In this section, we compare and analyze the advantages and disadvantages of the MMSE

algorithm and the MRC algorithm based on the proposed ADC design mentioned in Sect.

2. Since the smaller clipping factor 𝐶 can eliminate a large amount of noise in a low SNR

environment, the MRC originally affected by the dominant effect of the noise is outstanding

in improving the SNR of the system. Even if the performance based on the MMSE algorithm

is also improved, the MRC algorithm almost achieves the same system throughput. In the

premise of high performance, the complexity of the system is greatly reduced, especially

for the large-scale antennas scenario. The numerical results prove that the MRC algorithm

is a better choice to improve the overall performance of the massive MIMO system.
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2.3 Conclusion

The quantization factor of an ADC can be selected to clipping the noise under a massive

anttenna system. Based on this principle, the different signal detection algorithms used by

the uplink receiver in a multi-user massive MIMO system are compared. Under a large

number of BS antennas, MMSE with higher resolution ADCs is better than MRC, although

the matrix inversion operation demands a large amount of computational complexity. On

the other hand, MRC can achieve equivalent or even better performance, especially with

low-resolution ADCs. The system throughput realized in MRC with 2-bit ADCs is almost

the same as that with infinite resolution ADCs and MRC can achieve better performance than

MMSE with 1−, 2−, 3−bit ADCs. In addition, it requires less computational complexity.

Therefore, MRC is more suitable as the number of BS antenna elements increases in a

full-digital massive MIMO with low-resolution ADCs.
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CHAPTER 3

ADAPTIVE-RESOLUTION ADC SCHEME FOR CELL-FREE DISTRIBUTED

ANTENNA SYSTEM

The 2nd chapter of the study discussed a centralized-antenna structure in massive MIMO

systems. this chapter studies a distributed-antenna structure in cell-free systems. The

quantization range control scheme and the MRC algorithm in Chapter 2 are used to study

and analyze how the clipping factor reduces the quantization distortion effect on the received

signal considering the propagation loss. Chapter 2 adopted the massive MIMO system

because its centralized structure can effectively solve the resource consumption problem

of the backhaul line, and there are still many deficiencies in the user coverage, especially

the user coverage at the cell edge. Moreover, the general rule for the centralized-massive

MIMO is that one always uses all the antennas to serve all the users. In a distributed

system, some antennas close to a user to provide services for it. The coverage gain is

increased and these antennas are allocated more appropriate ADC to further analyze system

performance. Since distributed antenna architectures combined with the characteristics

of cell-free access can supplement the deficiencies of the massive MIMO, we consider

distributed antenna architectures in cell-free systems in Chapter 3. According to the received

signal under different conditions, especially large differences in the propagation loss, and

different resolutions are allocated to the ADCs of the APs to improve SE. Further, a potential

method to weigh the SE and the EE of the system is provided.

Existing radio and television networks are challenging to meet users’ needs to upgrade

their consumption experience, and 5G links have become an important communication

channel for radio and television media. A 5G mixed mode for multicast-broadcast services

is promoted by 3GPP R17 [103]. Small towers in the future broadcasting system (i.e., mobile

communication base stations) should have low power, low site, and substantial flexibility
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to make themselves more suitable for small-scale temporary broadcasting and TV services.

For these reasons, the network architecture and technologies in the beyond-5G and 6G can

satisfy the requirements of high spectrum efficiency and low power consumption in the

future broadcasting system since these critical aspects on 6G play a vital role [96, 97, 104].

A DAS has a large number of independently controlled antennas, such as a large number of

irregularly distributed APs, and they are connected to a CPU through the fronthaul network.

As the distance between a UE and an AP decreases, this network architecture helps improve

SE and EE and resist shadow fading. [73, 98, 99].

The current research on a distributed antenna network is more focused on a cell-free

structure [24,105–110]. Cell-free concept is introduced in [24] and in that concept all APs

with a single antenna connect to a central processing unit via a backhaul network to form

a large single cell. The advantages of a cell-free network compared with small cells is

also discussed in [24]. [107] discusses a pilot assignment scheme based on a topological

structure. A two-stage channel estimation scheme in a cell-free IoT network for massive

random access is proposed in [108]. Resource allocation over multiple clusters of APs is

investigated in [109]. [110] proposes an improved iterative robust precoder of a cell-free

system.

Recently, the performance of cell-free systems with low-resolution ADCs is stud-

ied [111–113]. The research [111] takes full-duplex technology into cell-free massive

MIMO systems with low-resolution ADCs, [112] analyzes max-min fairness power control

optimization problems based on a fronthaul-capacity constrained cell-free systems with

low-resolution ADCs, and [113] applies a max-min fairness power control optimization

algorithm on a Rician channel in cell-free systems with low-resolution ADCs. However, no

ADC resolution optimization has been investigated. These research works have shown that

the implementation of low-resolution ADCs in APs inevitably leads to severe quantization

distortion, especially under high SNR conditions. To compensate for the degradation of

the SE performance due to quantization errors, the hybrid ADC architecture has also been
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widely studies in massive MIMO systems [82, 84], and has also been applied to cell-free

systems [76, 81]. It replaces a small fraction part of low-resolution ADCs with inf-ADCs,

and explores the ratio of inf-ADCs in a mixed-ADC architecture. It has a better SE-EE

tradeoff as compared with inf-ADCs or low-resolution ADCs. Nevertheless, they force

the antenna to make a selection between a small bit (i.e., 1−bit) ADC and an inf-ADC,

which is far from an energy-saving architecture. This is because the total ADC power

consumption is dominated by a few high-resolution ADCs. Moreover, since only the ratio

of different resolution bits at each AP is considered and no received signal strength is taken

into account. In this case, when an AP receives a signal from a UE in a long distance and

noise is the dominant component in the received signal, an ADC with a high resolution

will not improve the SE-EE tradeoff. In a cell-free network, there are more and more

line-of-sight (LOS) components in between a UE and an AP [77], which means the ’short

distance’. In this case, a low-resolution ADC causes serious quantization distortion in the

received signal of a short-distance UE. More suitable ADC selection remains to be resolved

and we propose an AR-ADC scheme. The adaptive resolution capability of the ADC can

be realized by a successive approximation register (SAR) structure, in which 𝑁 stages are

needed to process the 𝑁−bit resolution [100]. Therefore, the AR-ADC needs to adjust

its quantization bit according to the proposed AR selection algorithm. Therein, based on

an AQNM [67], the clipping factor of each resolution of the ADC is derived so that the

ADCs with the different resolutions at different SINRs can obtain the corresponding optimal

signal-to-interference-plus-quantization-and-noise ratios (SIQNRs).

None of the above-mentioned literature focused on an OFDM receiver. In [62] the

clipping-quantization theory is revised by means of an exact joint analysis in the case

where a Gaussian input signal is present. An adaptive quantization range with the use of

automatic gain control (AGC) inserted before ADC is assumed in this research, which is the

case of real receiver implementation. The proposed AR-ADC scheme provides a potential

energy-efficient OFDM receiver for a cell-free DAS architecture through minimizing the
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ADC resolution bits. This is because the inf-ADC limits the EE even though its ratio is

relatively small. The proposed AR-ADC scheme improves the EE as compared with the

other schemes except the system with only 1−bit ADCs. Moreover, the SE performance is

improved by allocating more resolution bits to the APs closer to each UE with the proposed

criterion.

Furthermore, the proposed AR-ADC can reduce the correlation of quantization errors.

This Chapter derives the performance of a cell-free distributed antenna network based on

the theory of [62] and shows that the assumption of the AGC improves the accuracy of a

linear quantization model in a multi-antenna system.

3.1 System Model of Cell-free Distributed Antenna Systems

The assumed system model is shown in Fig. 3.1. A multiuser cell-free DAS is deployed.

The geographically-distributed single-antenna APs within a serving range (SR) supports

each UE. Leveraging on an AR selection algorithm and an allowable quantization distortion,

Δ, the resolutions of ADCs in APs are selected.
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Figure 3.1: Distribution antenna system.

3.1.1 Tranceiving in the Uplink

In the cell-free DAS, there are 𝐿𝑎𝑝 single-antenna APs randomly distributed within a

coverage area and they are connected by means of fronthaul links to a CPU to serve 𝐾

single-antenna UEs simultaneously. An arbitrary desired UE should be served by 𝑀 APs

(𝑀 ≤ 𝐿𝑎𝑝) among the distributed APs. Moreover, in the uplink, the MRC is applied at the

CPU to the received signals collected by the fronthual.

It is assumed that all the UEs transmit OFDM signals to their surrounding APs in

the uplink. Suppose that the size of an IDFT is 𝑁𝑑𝑓 𝑡 , a transmit signal from the 𝑘th

single-antenna UE in the uplink is expressed as the same as Eq. (2.1).

In this Chapter, the Rayleigh fading and Rician fading as a classic stochastic model is

used. The 𝑘th input signal at the 𝑚th AP is,

𝑟𝑚 = 𝑔𝑚𝑘 𝑠𝑘 [𝑢], (3.1)
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where 𝑔𝑚𝑘 is the channel response, which is subject to a Rayleigh distribution or a Rician

distribution if the UE is located in a LOS or non-line-of-sight (NLOS) location from the

AP. The received signal at the 𝑚th AP as the ADC input is given as,

𝑦𝑚 [𝑢] =
𝐾∑︁
𝑘=1

(𝑔𝑚𝑘 𝑠𝑘 [𝑢]) + 𝑧𝑚 [𝑢], (3.2)

where 𝑧𝑚 [𝑢] ∼ NC(0, 𝜎2
𝑛 ) is the thermal noise.

Leveraging on the LOS model and the NLOS propagation model [101], the path loss

𝛼𝑚𝑘 included in 𝑔𝑚𝑘 can be calculated more accurately. The propagation model is defined

by,

𝑃𝐿 [dB] ≜


28.0 + 22.0 log10 (𝑑𝑚𝑘 ) + 20 log10 ( 𝑓𝑐) LOS,

22.7 + 36.7 log10 (𝑑𝑚𝑘 ) + 26 log10 ( 𝑓𝑐) NLOS,
(3.3)

where 𝑑𝑚𝑘 is the distance between the 𝑘th UE and the𝑚th AP, and 𝑓𝑐 is the carrier frequency.

The LOS probability model is considered as,

𝑃LOS (𝑑𝑚𝑘 ) =min
(

18
dmk

, 1
) (

1 − exp
(
−dmk

dLOS

))
+ exp

(
−dmk

dLOS

)
, (3.4)

where 𝑑LOS is the distance between the AP and the user under the LOS condition.

3.1.2 Analog-to-Digital Conversion with optimal clipping factor

The received OFDM signal given in Eq. (3.2) is amplified by a low noise amplifier

that is controlled by the AGC and put into an ADC. The ADC output is limited in the

range of [−𝐴, 𝐴], which is scalable through the range limit factor 𝐶 against the impact of

quantization and clipping [62]. According to Sect. 2.1, the step-size 𝛿 becomes smaller to

ensure finer quantization. Similarly, when the resolution bit 𝑅 is constant, we can see that

fine quantization can also be achieved by adjusting the clipping factor 𝐶.

64



The quantization through the ADCs worsens the accuracy of channel estimation and

deteriorates the system performance. The quantized output based on AQNM is expressed

as

𝑞𝐶𝑚 [𝑢] = 𝜇𝑦𝑚 [𝑢] + 𝑛𝑚 [𝑢]

= 𝜇

𝐾∑︁
𝑘=1

𝑔𝑚𝑘 𝑠𝑘 [𝑢] + 𝜇𝑧𝑚 [𝑢] + 𝑛𝑚 [𝑢],
(3.5)

where 𝜇 is the attenuated factor, which can be calculated as [23], 𝑦𝑚 [𝑢] is the ADC input

at the 𝑚th AP, and 𝑛𝑚 [𝑢] is the additive Gaussian quantization noise at the 𝑢th time index,

respectively. The quantization distortion including the additive Gaussian quantization noise

can be derived as,

𝑒𝐶𝑚 [𝑢] = 𝑞𝐶𝑚 [𝑢] − 𝑦𝑚 [𝑢] . (3.6)

The digital OFDM demodulator removes the cyclic prefix and put into a DFT block.

The signal on the 𝑣th subcarrier is then given as,

𝑌𝑞𝑚 [𝑣] =
𝐾∑︁
𝑘=1

(𝐺𝑚𝑘 [𝑣]𝑆𝑘 [𝑣]) + (𝐸𝐶𝑚 [𝑣] + 𝑍𝑚 [𝑣]), (3.7)

where, 𝐺𝑚𝑘 [𝑣] is the channel response including pathloss between the 𝑘th user and the 𝑚th

AP, and 𝑍𝑚 [𝑣] is the thermal noise in the 𝑚th AP on the 𝑣th subcarrier, respectively. These

are given as, is expressed as,

𝐺𝑚𝑘 [𝑣] = 𝜇𝑔𝑚𝑘𝑒
− 𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 . (3.8)

and

𝑍𝑚 [𝑣] =
1√︁
𝑁𝑑𝑓 𝑡

𝑁𝑑 𝑓 𝑡−1∑︁
𝑢=0

𝜇𝑧𝑚 [𝑢]𝑒
− 𝑗2𝜋𝑢𝑣
𝑁𝑑 𝑓 𝑡 . (3.9)
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3.2 Adaptive-Resolution Selection Scheme

Based on [62], the corresponding optimal clipping factors with the best signal-to-distortion-

quantization noise ratio (SDQNR) performances for different resolutions can be found. For

different received SNRs, the performance characteristics of the ADC with the optimal

clipping factor under different resolutions are analyzed. For the assumed DAS system, IUI

needs to be taken into consideration. Therefore, we need to re-establish the analysis model

of the optimal clipping factor for the quantization distortion of the ADC.

3.2.1 SIQNR Analysis

In order to accurately analyze the impact of quantization distortion on system performance,

we use different received SINRs and their corresponding SIQNRs to find the optimal

clipping factors for different resolutions. The article [114] has pointed out that the SIQNR

is inaccurate in a MIMO system because of correlation between the quantization errors

on different received branches. However, with the application of the adaptive range in the

proposed scheme, the correlation between the quantization errors on different branches is

small enough to apply the Bussgang decomposition. It will be discussed with numerical

results in Section: Correlation between Quantization Noises on Different APs.

Based on the Bussgang theorem, the ADC output of the 𝑚th AP can be treated as an

undistorted component that is proportional to an input signal and a noise distortion,

𝑞𝐶𝑚 [𝑢] = 𝜇𝑦𝑚 [𝑢] + 𝜃𝑚 [𝑢], (3.10)

where 𝑦𝑚 [𝑢] is the ADC input at the 𝑚th AP, 𝜃𝑚 [𝑢] is the filtered distortion noise and is

not correlated to 𝑦𝑚 [𝑢] at the 𝑢th time index, respectively, and the coefficient 𝜇 is,

𝜇 =
1√︃

2𝜋𝜎2
𝑦𝑚

∫ ∞

−∞

𝑦𝑄𝑏 (𝑦)
𝜎2
𝑦𝑚

𝑒
− 𝑦2

2𝜎2
𝑦𝑚 𝑑𝑦, (3.11)
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where 𝜎2
𝑦𝑚

is the ADC input power of the 𝑚th AP.

At the 𝑚th AP, the power of the undistorted signal component is expressed as,

𝑃𝑞𝐶𝑚 (𝐶) = 1
2𝜋


𝐿/2∑︁

𝑖=−𝐿/2+1
𝑞𝑖

[
𝑒
�̂�𝑚𝑖𝐶√

2 − 𝑒
�̂�𝑚(𝑖−1)𝐶√

2

]
2

, (3.12)

where �̂�𝑚𝑖 is the 𝑖th original quantization threshold value and 𝑞𝑖 is the amplitude of the

𝑖th original quantization interval. Accorading to Eq. (3.10), it can be transformed to

𝑃𝑞𝐶𝑚 (𝐶) = 𝜎
2
𝑦𝑚
𝜇2.

The total power of the output of the quantizer at the 𝑚th AP is given as,

𝜎2
𝑞𝐶𝑚

=
1
2

𝐿/2∑︁
−𝐿/2+1

𝑞2
𝑖 ·

[
erfc( �̂�𝑚𝑖𝐶√

2
) − erfc(

�̂�𝑚(𝑖−1)𝐶√
2

)
]
, (3.13)

where erfc(·) is the complementary error function.

The SINR can be given as,

𝑆𝐼𝑁𝑅 =
𝜎2
𝑦𝑚𝑘

𝜎2
𝑦𝑚 − 𝜎2

𝑦𝑚𝑘

, (3.14)

where 𝜎2
𝑦𝑚𝑘

is the ADC input power of the signal from the 𝑘th UE at the 𝑚th AP.

The SIQNR can be derived as the ratio between the undistorted signal power and the

sum of the interference power, the thermal noise power, and quantization noise power as

𝑆𝐼𝑄𝑁𝑅 (𝐶) =
𝑃𝑞𝐶

𝑚𝑘
(𝐶)

𝜎2
𝑞𝐶𝑚

− 𝑃𝑞𝐶
𝑚𝑘

(𝐶)
, (3.15)

which can obtain the optimal value at different resolutions used by the 𝑘th UE on the 𝑚th

AP by adjusting the clipping factor 𝐶 and 𝑃𝑞𝐶
𝑚𝑘

is the power of the 𝑘th undistorted received

signal component at the 𝑚th AP.

To more accurately investigate the impact of lower resolution on system performance in

various SINR environments, we evaluated the characteristics of the SIQNR with a resolution
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from one bit to six bits, respectively. In Fig. 3.2, the behavior of the SIQNR function of

𝐶 is explored. For each number of bit resolution, there is a suitable value of the clipping

factor 𝐶 to optimize the corresponding SIQNR. If 𝐶 is smaller than the optimum point,

the SIQNR decreases as the quantization noise increases. If 𝐶 is larger than the optimum

point, the clipping phenomena becomes dominant. The optimum work point depends on

the resolution of the ADC under a certain SINR.

(a). Case: 1−bit ADC.
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(b). Case: 2−bit ADC.

(c). Case: 3−bit ADC.
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(d). Case: 4−bit ADC.

(e). Case: 5−bit ADC.
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(f). Case: 6−bit ADC.

Figure 3.2: SIQNR versus clipping factor 𝐶 for different bits of an ADC in different SINR

conditions.

3.2.2 Adaptive-Resolution Selection Scheme

According to the evaluation of the SIQNR, we know the optimal clipping factor of the ADC

under the existence of the IUI. The related SINR and clipping factor𝐶 based on Eqs. (3.13)

and (3.14) can be pre-calculated before the signal reception. Therefore, the receiver simply

needs a large memory to store this data for the simple calculation of the AR selection scheme

so that the AR selection scheme selects the appropriate ADC resolution at each serving AP

for the desired UE.

For better EE, the resolution needs to be a lower number of bits within one bit to six

bits. Therein, an allowable quatization error in dB is used as a criterion. Based on Fig. 3.2,

the resolution of each ADC, 𝑅, is obtained with the following.
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Criterion:

minimize 𝑅

s.t. SINR[dB] − max
𝐶

SIQNR(𝑅,𝐶) [dB] < Δ[dB],
(3.16)

where SIQNR(𝑅,𝐶) is the SIQNR of a 𝑅−bit ADC with a clipping factor of 𝐶.

From this criterion, each AR-ADC is able to select the minimum resolution. The optimal

clipping factor𝐶 is selected for the calculation of the SIQNR. If this criterion is not satisfied

with the given Δ, 𝑅 is set to one.

In our proposed system, referring to objective SINR after channel estimation, the optimal

SIQNR for each resolution ADCs with the related 𝐶 can be found as well according to Fig.

3.2. Based on Eq. (3.16), we can select the corresponding maximum SIQNR value from

the best SIQNRs by a Δ limit so that the AR-ADC can know the corresponding resolution

bits and 𝐶 value. The parameter Δ is set with a selected range as one of the evaluation

criteria.

3.3 Performance of Cell-free Distributed Antenna Systems

Suppose that channel estimation is ideally carried out, the estimate of 𝑆𝑘 [𝑣] at AP 𝑚 can be

computed as,

𝑆𝑘 [𝑣] =𝑊H
𝑚𝑘𝐺𝑚𝑘𝑆𝑘 [𝑣] +

𝐾∑︁
𝑖=1
𝑖≠𝑘

𝑊H
𝑚𝑘𝐺𝑚𝑖𝑆𝑖 [𝑣]

+𝑊H
𝑚𝑘𝑍𝑚 [𝑣],

(3.17)

where 𝑊𝑚𝑘 = 𝐺𝑚𝑘 as MRC coefficient is the actual receive combining vector for APs that

serve UE 𝑘 .
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3.3.1 Spectral Efficiency

The instantaneous SIQNR of the MRC output of the 𝑘th UE is expressed as,

Ω𝑘

(
B, 𝐶𝑜𝑝

)
=

𝑝𝑢𝑙
𝑘
E
{
|∑𝑀

𝑚=1𝑊
H
𝑚𝑘

[𝑣]𝐺𝑚𝑘 [𝑣] |2
}∑𝐾

𝑖=1
𝑖≠𝑘

𝑝𝑢𝑙
𝑖
E
{
|∑𝑀

𝑚=1𝑊
H
𝑚𝑘

[𝑣]𝐺𝑚𝑖 [𝑣] |2
}

+E
{
∥𝑊H

𝑚𝑘
[𝑣] ∥2

} (
𝜎2
𝑞𝐶𝑚

− 𝜎2
𝑦𝑚

)
+E

{
∥𝑊H

𝑚𝑘
[𝑣] ∥2

}
𝜎2
𝑛

,

(3.18)

where B is the resolution set of ADCs of different APs serving UE 𝐾 , and 𝐶𝑜𝑝 is the set of

different clipping coefficients 𝐶 corresponding to B. 𝑝𝑢𝑙
𝑘

and 𝑝𝑢𝑙
𝑖

are UEs’ transmit power.

An achievable uplink SE is derived based on Eq. (3.15) as,

𝑆𝐸 =

𝐾∑︁
𝑘=1

log2
(
1 +Ω𝑘

(
B, 𝐶𝑜𝑝

) )
. (3.19)

3.3.2 Energy Efficiency

In the system performance analysis, the utilization efficiency of energy resources is also

an important indicator. The sources of power consumption are mainly considered as ADC

components and the power consumption model of the ADC is introduced,

𝑃𝐶𝑘 =

𝑀∑︁
𝑚=1

FOM𝑊 · 𝑓𝑠 · 2𝑅𝑚𝑘 , (3.20)

where 𝑃𝐶𝑘 expresses the power consumption of ADCs of 𝑀 serving-APs for the desired

UE 𝑘 , FOM𝑊 is the Walden’s figure-of-merit [12], 𝑓𝑠 is the Nyquist sampling rate and 𝑅𝑚𝑘

is the quantized bit of the 𝑚th AP serving UE𝑘 in B of the AR-ADC.

The calculation of the ADC power consumption based on [76], the formula can be
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simplified to the following,

𝑃𝐶𝑘 =

𝑀∑︁
𝑚=1

3 × 10−5 × 2𝑅𝑚𝑘 + 0.002𝛽
𝑅𝑚𝑘 = 1 for 𝛽 = 0,

𝑅𝑚𝑘 > 1 for 𝛽 = 1,

(3.21)

𝑃𝐶𝑘 = 0.1229𝑀, Inf-ADC case (3.22)

where 𝛽 is a flag parameter associated with the quantization 𝑅𝑚𝑘 . From Eqs. (3.18) and

(3.19), obviously the power consumption is dominated by the inf-ADC.

The EE is defined as the ratio of the sum uplink SE and the ADC power consumption [78],

𝜂𝐸𝐸 =

𝐾∑︁
𝑘=1

𝑆𝐸

𝑃𝐶𝑘
. (3.23)

3.3.3 Numerical Results

Simulation Conditions

Computer simulation conditions are presented in Table 3.1. In the cell-free DAS, all the

APs are randomly distributed within a circular coverage area with a radius of 500 meters

to serve eight UEs simultaneously, i.e. the coverage area is 5002𝜋 square meters. The SR

in this simulation is set as a circular area from a desired UE and all the APs in the SR

processes the received signal from the desired UE. The center frequency of a transmission

band is 5.2 GHz, its bandwidth is 20 MHz, and the transmit power from each UE is 0

dBm. The OFDM signal bandwidth is 20 MHz, the DFT size is 2048, and the number of

subcarriers is 1200. The niose spectrum density at each AP is -174 dBm/Hz. The average
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number of APs is determined by an average inter-antenna distance (IAD) as each AP covers

the area of (IAD/2)2𝜋, where the average number of APs is calculated as 5002/(IAD/2)2.

As a channel model, a path loss model with Rician fading (a Rician K−factor of 10 dB)

is assumed for LOS and an ideal pathloss model with Rayleigh (IPL-Rayleigh) fading is

assumed [102] for NLOS. The reference distance of the LOS condition is 36 meters. The

resolution of ADC can be selected from one bit to six bits based on the criterion parameter

Δ. The number of trials is 5000.

Table 3.1: Simulation Conditions.

Coverage area (S) 𝜋 × 5002 m2

Number of UEs (𝐾) 8

Center frequency ( 𝑓𝑐) 5.2 GHz

Used frequency bandwidth (𝐵𝑊) 20 MHz

Transmit power from each UE (𝑝𝑢𝑙) 0 dBm

DFT size 2048

Number of active subcarriers (𝑁𝑠𝑐) 1200

Noise spectrum density -174 dBm/Hz

Channel models for LOS & NLOS Rician fading with K = 10 dB

IPL-Rayleigh fading

Distance in LOS (𝑑LOS) 36 m

ADC resolution 1− ∼ 6−bit

Allowable quantization distortion (Δ) 0 ∼ 20 dB

Number of trials 5000

Correlation between Quantization Noises on Different APs

In [114], a 4× 4 MIMO channel matrix, each element of which is subject to an independent

complex Gaussian distribution (NC(0, 1)), is assumed. It means the 1-bit ADC output
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in [114], +1 or −1, corresponds to the same level as the whole average of each element of

the received signal even though some of those elements might be so huge (with a smaller

probability). On the other hand, with the adaptive-range scheme given in Eq. (2.12), the

1-bit ADC output, +1 or −1, is adjusted with the received signal level.

To analyze the correlation of the element of 𝜃𝑚 [𝑢] with 1−bit ADC after Bussgang

decomposition, the cumulative probability functions of correlation values are shown in Fig.

3.3. The analysis of the correlation is based on three conditions; i.e., the fixed-range ADC

with Rayleigh fading model, the adaptive-range ADC with Rayleigh fading model, and the

adaptive-range ADC with Rician fading model (K = 10 dB), respectively.
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Figure 3.3: Cumulative probability function of the correlation coefficient between elements

in 𝜃𝑚 [𝑢].

The numerical results in Fig. 3.3 show high correlation values like [114] with the fixed-
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range ADC on the Rayleigh fading model. Bussgang theorem may be inaccurate to 1-bit

ADCs because the fixed-range ADC quantizes the received signal with an average amplitude

over the whole fading variation. However, the adaptive-range ADC in our proposed scheme

quantizes the received signal based on the instantaneous fading variation. With the Rayleigh

fading model in NLOS cases, lower correlation values appear and Bussgang decomposition

may be applicable. With the adaptive-range ADC in our proposed scheme with the Rician

fading model in LOS cases, a little higher correlation values appear. However, Bussgang

decomposition can also be applicable to LOS cases since the SINR should be relatively

high in the LOS cases and high-resolution ADCs should be selected and the high-resolution

ADC leads to lower correlation values.

Spectral Efficiency and Energy Efficiency for Different Inter-antenna Distances

The SE and the EE of the uplink system versus the average IAD are shown in Figs. 3.4

and 3.5. The SR is 500 meters, and allowable distortion parameter through quantization

Δ = 10dB. The performance curves of the proposed AR-ADC algorithm and a current

hybrid ADC scheme as well as a low-resolution ADC scheme are presented. In the hybrid

ADC scheme, low-resolution ADCs and infinite-resolution ADCs are used and the ratio

of the low-resolution ADCs to all the ADCs is set to 𝜌. Moreover, the performance of

infinite-resoultion ADC scheme in the same scenario is included as a reference in these

comparisons. Furthermore, we also explored the impact of the number of APs on system

performance in different IAD scenarios.
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Figure 3.4: SE versus IAD.

The numerical results in Fig. 3.4 shows that the larger system throughput can be realized

if more ADC bits are available. The 1−bit ADC limits the system throughput even though

its ratio is only 0.3. As AP density increases, i.e., the IAD reduces, the growth rate of the

system throughput with the AR-ADC is getting more and more obvious. This is because

more resolution bits should be allocated to the ADCs of the APs that are closer to the UE,

instead of simply applying the inf-ADC components at the APs in the low-resolution system

to enhance the SE performance.

The larger system throughput can be realized if more ADC bits are available. Compared

blue curve and black curve, due to more bits for ADC, the SE of inf-ADC is better than

that of AR-ADC. Compared AR-ADC and mix-ADC cases, the SE of AR-ADC is better

than that of mix-ADC cases. This is because under the parameter Δ = 10dB, AR-ADC

minimizes the effect of quantization noise, while the inf-ADC suffers from the stronger IUI.
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It is not necessary to allocate more total resolution bits to achieve the higher SE. The total

resolution bits of AR-ADC (max bit is 6) is less than that of the mixed-ADC case with

𝜌 = 0.3, even 0.7.

50 100 150 200 250 300 350 400 450 500

Average Inter-antenna Distance (m)

100

101

102

103

104

U
pl

in
k 

E
E

 (
bi

ts
/J

)

EE Inf-ADC
EE-AR ADC
EE-1-bit ADC with  = 0.3
EE-1-bit ADC with  = 0.7
EE-2-bit ADC with  = 0.7
EE-1-bit ADC

Figure 3.5: EE versus IAD.

In Fig. 3.5, the numerical results show that the larger energy efficiency can be realized

if lower resolution bits are applied. By comparing the magenta curve and the dark blue

curve, the infinite-resolution ADCs limit the EE even though its ratio is only 0.3 (𝜌 = 0.7).

Obviously, the EE increases as the number of APs decreases. This is because the low-

resolution ADCs limit the SE severely and the SE in Eq. (3.23) becomes small. On the

other hand, the increase in power consumption can be justified by the improvement of the

SE with infinite-resolution ADCs. Under a certain average inter-antenna distance, it may

occur that the EE of the mixed-ADC is smaller than that of the infinite-resolution ADC and

mix-ADC cases when the lower resolution reduces the throughput more significantly than
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the power consumption. By comparing the blue curve and the black curve, the EE of the

AR-ADC is better than that of the inf-ADC because fewer bits. By comparing the AR-ADC

and mix-ADC cases, the EE of the AR-ADC is better than that of the inf-ADC. There are

two reasons. For smaller IAD situation, it is the growth rates of throughputs are faster than

that of the corresponding power consumption. For larger IAD situation, the total resolution

bits of AR-ADC are fewer than that of mixed-ADC cases.
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Figure 3.6: EE versus SE based on IAD conditions.

(IAD=50-500 m, SR=500 m, Δ = 10dB)

In Fig. 3.6, under the same IAD condition, the EE of the proposed AR-ADC is better

than that of the conventional mixed-ADC cases at the same SE. This is because more and

fewer resolution bits should be allocated to ADCs of APs closer and farther from the UE,

respectively when the parameter Δ is appropriately chosen to be 10dB. Moreover, the SE

can be up to 70 bit/s/Hz in the proposed scheme while it can reach only up to 45 bit/s/Hz

in the conventional mixed-ADC cases. It means that the resolution bits are selected for
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the proposed AR-ADC to keep higher SE and realize better EE according to Eq. (3.16)

(Δ = 10dB) when IAD is set between 450 meters and 500 meters. If the SE of the one-bit

ADC is less than 30 bit/s/Hz, the one-bit ADC case will be the best choice in terms of the

EE. However, higher SE is better. Observed from this figure, the proposed AR-ADC is the

best choice when the SE of the AR-ADC is less than 75 bit/s/Hz.

Spectral Efficiency and Energy Efficiency for Different Serving Ranges

The SE and the EE of the uplink system versus the SR are shown in Figs. 3.7 and 3.8.

The average IAD is 50 meters, and allowable distortion parameter through quantization

Δ = 10dB.
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Figure 3.7: SE versus SR.

The curves in Fig. 3.7 shows that the SE increases with the low-resolution ADCs while

it decreases with the inf-ADCs. The reason is that quantization distortion reduces more
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with a large number of APs. On the other hand, the IUI increases with the inf-ADCs

when the APs increase. By comparing the black curve and the blue curve, the SE of the

inf-ADC is better than that of the AR-ADC because of more resolution bits allocation. By

comparing the AR-ADC and mixed-ADC cases, the SE of the AR-ADC is better than that

of mix-ADCs. This is because, under the parameter Δ = 10dB, AR-ADC minimizes the

effect of quantization noise, while the inf-ADC suffers from the stronger IUI.

The numerical results in Fig. 3.8 show that the shorter SR is better in terms of the

EE if the IAD is small enough such as 50 meters though the better system throughput is

realized with the larger SR if quantization is applied. This is because a larger number of

APs improve the SIQNR more with larger power consumption. This can be explained as

the 𝑆𝐼𝑄𝑁𝑅 − 𝑆𝐼𝑁𝑅 relationship for 1-bit ADC since it improves in the low SINR region.

Compared blue curve and red curve, fewer resolution bits can bring higher EE. Compared

the AR-ADC and mixed-ADC cases, the EE of the AR-ADC is better than that of mixed-

ADC cases. This is because under the parameter 𝐷𝑙𝑒𝑡𝑎 = 10dB, AR-ADC minimizes the

effect of quantization noise, and the stronger IUI comes from inf-ADC.
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Figure 3.8: EE versus SR.

Moreover, the EE is worse as the SR increases. This is because that the growth rates of

the power consumption are faster than that of the corresponding throughputs.
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Figure 3.9: EE versus SE based on SR conditions.

(IAD=50 m, SR=50-500 m, Δ = 10dB)

In the same SR condition, the EE and the SE of the proposed AR-ADC is better than

that of the conventional mixed-ADC cases in Fig. 3.9. Since the growth rates of the

power consumption are faster than that of the corresponding throughputs, the system with

AR-ADC (SR=50m) can meet almost the same EE and the higher SE as that with one-bit

ADC (SR=500m). Meanwhile, the system with inf-ADC (SR=500m) can meet almost the

same EE and the higher SE as that with AR-ADC (SR=150m).

Spectral Efficiency and Energy Efficiency for Allowable Distortion Parameter through Quan-

tization

In Figs. 3.10 and 3.11, the SE and the EE of the uplink system versus the allowable distortion

parameter through quantization are shown. The average IAD is 50 meters and the SR is
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500 meters.
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Figure 3.10: SE versus allowable distortion parameter through quantization Δ.
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Figure 3.11: EE versus allowable distortion parameter through quantization Δ.

The parameter Δ acts only on the proposed AR-ADC. The SE and EE of the proposed

AR-ADC afterΔ adjusting cannot reach that of one-bit ADC and inf- ADC case, respectively,

but its SE and EE can far exceed that of the conventional mixed-ADC cases at some suitable

Δ values.

The SE performance with the AR-ADC decreases and the EE increases as Δ increases.

This is because that more ADC bits would be required, if Δ is small. With a large Δ,

the probability of small resolution bits being selected would grow to realize better EE.

Moreover, the EE converges at a parameter Δ of around 5dB. However, inappropriate

resolution selection results in the reduction of the EE more with the low-resolution ADC

than with the inf-ADC as Δ is smaller than 2dB. This has important implications for the

SE-EE trade-off.
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Figure 3.12: EE versus SE based on Δ conditions.

(IAD=50 m, SR=500 m, Δ = 0 − 20dB)

In Fig. 3.12, the parameter Δ acts only on the proposed AR-ADC. The EE of the

proposed AR-ADC for any Δ values cannot reach that of one-bit ADC case though, its SE

and EE are far better than that of the conventional mixed-ADC cases at some suitable Δ

values (Δ ≤ 15dB). Meanwhile, the SE of the proposed AR-ADC after Δ adjusting cannot

reach that of inf-ADC case though, it can provide better EE at close to SE of the inf-ADC.

3.4 Conclusion

The cell-free DAS architecture with the AR-ADCs to provide the potential energy-efficient

OFDM receiver architecture through minimizing the ADC resolution bits has been proposed.

The EE performance is improved by the proposed AR-ADC scheme more than tenfold as

compared with the other schemes except for the system with only 1−bit ADCs. The reason
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is that the infinite-resolution ADC deteriorates the EE even though its ratio is relatively

small. Moreover, the SE performance is improved by allocating more resolution bits to the

APs closer to each UE with the proposed criterion. The proposed AR-ADC doubles the SE

as compared with the system with only 1−bit ADCs.
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CHAPTER 4

OVERALL CONCLUSIONS AND FUTURE WORK

To achieve higher data rates, the current standard approach is to use classical linear modula-

tion techniques like MIMO-OFDM and extending the cardinality of modulation as well as

the number of antennas. This comes at a severe cost in terms of power consumption per bit,

not only due to requiring higher SNR, but also due to reaching limits of the ADC. The most

energy efficient ADC per quantization bin is the 1-bit converter. This particular ADC only

detects zero crossings, and therefore little-to-no power-consuming AGC circuit needs to be

implemented. In some cases, 1−bit ADCs can be applied instead of inf-ADCs based on our

scheme to maintain system performance and reduce power consumption. However, a pure

1−bit ADC system is still not satisfied with higher performance requirements. Through

research and analysis, we found that a reasonable allocation scheme of different resolutions

in low-resolution ADCs can not only achieve a large gain in hardware EE, but also improve

SE.

4.1 Detection-Selection Scheme for Massive MIMO Systems

In Chapter 2, considering the reduction of power consumption and components cost, the

MMSE algorithm and the MRC algorithm are simultaneously considered as the signal

detection schemes for the problem of the interference and noise of the current popular

massive MIMO system with low-resolution ADCs. Conventionally, MRC uses a diversity

combining technique to increase the gains of the received signal, so that the interference

and noise are relatively weakened to improve system performance. Also, the computational

complexity of MRC is low and is widely used in multi-antenna systems. Due to the multi-

channel characteristics of the MIMO system, the received signal at the receiver consists

of multiple signals at the transmitter. If the transmitter does not transmit the same data
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streams, the various data streams will be superimposed at the receiver. Therefore, the data

are stripped, and it is crucial to restore each of them. The zero-forcing (ZF) algorithm and

the MMSE algorithm are considered as interference cancellation schemes. However, the

MMSE algorithm can be seen as a compromise between ZF and MRC according to the

previous introduction, because it not only eliminates interference but also does not cause

noise enhancement. In theory, MMSE can achieve suboptimal reception but has to be at

the expense of higher computational complexity. In a massive MIMO system, the noise is

dominant because of the multipath and path loss, as the signal received on each branch of

the receiver (BS), which means that the noise power is much larger than the received signal

power. At the same time, because the system adopts low-resolution ADC components,

the quantization noise generated will harm the detection effect of MMSE. In this way, the

performance of the system with low-resolution ADCs will be significantly reduced. First

of all, the authors proposed to break through the quantization range limit by controlling the

scalable clipping factor 𝐶 to ensure system throughput.

The numerical results and theoretical analysis show that in this scenario, reducing the

quantization range of the ADC can ensure the throughput of the system. Moreover, if

shrinking the quantization range of the ADC in a poor SNR environment, not only the

throughput of the system will be guaranteed, but also the target of low power consumption

and low cost will be realized, and the system performance in the 1-bit ADCs configuration

will exceed that in the ideal ADCs (inf-ADCs) configuration. The conclusion is the same

when the number of users or the number of antennas in a single cellular system increases.

On the ther hand, the MMSE algorithm and the MRC algorithm have been compared

and analyzed based on the above conditions. The numerical results and theoretical analysis

show that MMSE detection is better than MRC in the low-resolution ADCs system with the

conventional quantization range. The system performance of the MRC is limited by IUI

and IAI. If the system is based on the quantization range control scheme of the ADC, the

MRC can achieve the same detection effect as the MMSE in the base station of 1024 receive
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antennas since the noise is clipped. However, 1024 or even a larger number of antennas

makes the MMSE algorithm hardly implement in practice. In this scenario, MRC can be

used as a better signal detection scheme.

4.2 Aadptive-Resolution ADC Scheme for Cell-Free Distributed Antenna Systems

In Chapter 3, considering a more uniform quality of service (QoS) among users, the AR-

ADC scheme has been proposed for application in a cell-free network architecture. It is well

known that the cell-free massive MIMO network architecture provides diversity gain due

to active deployment densification. In addition, it is no longer restricted by conventional

cells, and provides users with better link reliability and QoS. Since the resolution of ADC

components used in a system is usually fixedly allocated, i.e., some systems use a uniform

resolution, and some systems use an average resolution under power constraints. However,

in practice, as the number of the serving APs as well as the distance from the serving

APs and UEs continue to change, the performance of the above systems will fluctuate. In

order to ensure the optimal performance and stability of the system, it can be achieved

through the adaptive allocation resolution to ADCs. First, the author combines path loss

and quantization effects to find the clipping factor𝐶 that makes each ADC component reach

its optimal work point. Furthermore, a quantitative analysis was made on the selection of

ADC resolution.

Numerical results and theoretical analysis show that in the cell-free system, the ADC of

each AP has its corresponding clipping factor 𝐶. In a certain area, the proposed AR-ADC

scheme can achieve higher SE in massive MIMO; but with a small number of antennas, the

EE of the system can also be improved. Moreover, in the proposed system, the SR of the

SE and EE of the system converged to a range of about 300 meters.

Furthermore, massive and ultra-massive MIMO may be applied to next-generation

communication systems. Numerical results and theoretical analysis show that the allowable

distortion parameter Δ can enable the ADC to select a suitable resolution while meeting
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requirements for SE and EE. The author’s proposal has great potential in the SE-EE trade-off.

4.3 Future Work

In current research, for simple analysis, we assume that the received signals from different

UEs are equivalent at the base station in the case of massive MIMO, so only the scaling

of the superimposed signals is assumed. The following work plan will consider a scalable

quantization range scheme for the received signals with different conditions. Moreover, it

is only assumed a case of flat fading in performance evaluation for simplicity since the LOS

signal component contributes more significantly to the SE as well as the EE. We also would

like to focus on the performance evaluation of the cell-free DAS with adaptive resolution

ADC on frequency selective fading in a near future.

In addition, maximizing SE and EE under limited conditions has always been the goal

pursued by communication systems. However, the both of them must restrict each other, how

to find the best SE-EE trade-off conditions? Moreover, only the massive MIMO and cell-free

distributed antenna systems are currently considered. Compared with a cell-free centralized

antenna system, which system architecture is more suitable for future communications based

on the proposed solution is also an interesting topic.
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APPENDIX A

ADAPTIVE-RESOLUTION ADC SCHEME FOR CELL-FREE DISTRIBUTED

ANTENNA SYSTEM

The derivation of 𝜇 in Eq. (3.10) is given in the appendix.

Based on [115], the relationship of the 𝑦𝑚 [𝑢], the output 𝑞𝐶𝑚, and the nonlinear charac-

teristic 𝑄𝐶
𝑏
(𝑦𝑚 [𝑢]) is given as

𝑞𝐶𝑚 [𝑢] = 𝑄𝐶𝑏 (𝑦𝑚 [𝑢]). (A.1)

Let 𝑦𝑚 [𝑢] be a stationary, Gaussian random variable. Based on Bussgang theorem, the

cross-correlation between the input and the output has the same shape as the autocorrelation

of input,

E
{
𝑦𝑚 [𝑢 + 𝜏]𝑞𝐶𝑚 [𝑢]

}
= 𝜇E {𝑦𝑚 [𝑢 + 𝜏]𝑦𝑚 [𝑢]} . (A.2)

From Eq. (A.2) and 𝜏 = 0 for the nature of quantization,

𝜇 =
E
{
𝑦𝑚 [𝑢]𝑞𝐶𝑚 [𝑢]

}
E {𝑦𝑚 [𝑢]𝑦𝑚 [𝑢]}

=
1√︁

2𝜋𝜙[0]

∫ ∞

−∞

𝑦

𝜙[0] 𝑒
− 𝑦2

2𝜙[0]𝑄𝐶𝑏 (𝑦)𝑑𝑦

=
1√︃

2𝜋𝜎2
𝑦𝑚

∫ ∞

−∞

𝑦

𝜎2
𝑦𝑚

𝑒
− 𝑦2

2𝜎2
𝑦𝑚𝑄𝐶𝑏 (𝑦)𝑑𝑦,

(A.3)

where

𝜙[𝜏] = E {𝑦𝑚 [𝑢 + 𝜏]𝑦𝑚 [𝑢]} . (A.4)
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